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A B S T R A C T

In recent years, artificial intelligence has had a conspicuous growth in

almost every aspect of life. One of the most applicable areas is security code

review, in which a lot of AI-based tools and approaches have been proposed.

Recently, ChatGPT has caught a huge amount of attention with its remarkable

performance in following instructions and providing a detailed response.

Regarding the similarities between natural language and code, in this paper, we

study the feasibility of using ChatGPT for vulnerability detection in Python

source code. Toward this goal, we feed an appropriate prompt along with

vulnerable data to ChatGPT and compare its results on two datasets with the

results of three widely used Static Application Security Testing tools (Bandit,

Semgrep, and SonarQube). We implement different kinds of experiments with

ChatGPT and the results indicate that ChatGPT reduces the false positive

and false negative rates and has the potential to be used for Python source

code vulnerability detection.

© 2023 ISC. All rights reserved.

1 Introduction

Today, almost all technologies are strongly depen-
dent on source code. Therefore, code is of in-

creasing importance. A glance at the number of lines
of used codes in some well-known tools is evidence
for this claim. For instance, the number of GitHub
repositories increased from 100 million in 2018 to
200 million in 2022 [1]. The increase in the amount
of code will lead to more security requirements in
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programming. MITRE 1 and other studies indicate
the growth in the number of vulnerabilities in recent
years [2–8]. Specifically, software vulnerability is of
great importance. A software vulnerability is a tech-
nical vulnerability that can be used for violating its
security policies. Such vulnerabilities can be exploited
which in turn leads to data leakage or data tampering
and even denial of services.

Static source code analysis is a method for find-
ing code vulnerabilities that is done by automatically
examining the source code without having to exe-
cute the program. Static Application Security Testing
(SAST) tools analyze a piece of code or a compiled
version of it to identify its security problems. Cov-
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ering a wide range of errors and high accuracy are
two important features of SAST tools [9]. Most of
the well-known SAST tools such as Semgrep, Bandit,
and SonarQube often use rule-based techniques to
find the vulnerable patterns of code. However, these
tools have been shown to have some flaws, including
a high rate of false positives and false negatives [4].
The more false positives a SAST tool returns, the
more time and effort is required by a security expert
to validate the findings of the SAST tool. Moreover,
this will increase the error rate by humans, which
may then lead to ignoring some vulnerabilities. On
the other hand, a high rate of false negatives leads to
catastrophic events.

In recent years, Machine Learning (ML) and deep
learning have had remarkable advances in various
areas such as natural language processing [10, 11].
Therefore, considering the high similarity between
code and natural languages, the deep learning-
based models are expected to be successful in code-
processing tasks. Likewise, studies in this area have
shown the interest of researchers in using deep learn-
ing techniques in vulnerability detection [12, 13].
Machine learning models can automatically learn the
patterns of software vulnerabilities based on datasets.
Furthermore, research indicates that ML models have
fewer false positives compared to SAST tools [6, 14].
Results of a new research have shown the superior
performance of deep learning-based models over
three open-source tools in C/C++, reducing false
positive and negative rate at the same time [15].

Recently, ChatGPT, an AI-powered chatbot tool
that uses Natural Language Processing (NLP) and
machine learning algorithms to understand and re-
spond to customer inquiries, has drawn a lot of atten-
tion. ChatGPT is vital for business professionals for
several reasons. It can help save time and resources by
automating tasks requiring human intervention. An
important point to note is that ChatGPT has been
trained with a huge amount of data till 2021 so it can
be a great help in finding known patterns in thou-
sands of packages in an automated way. The model is
also trained on a large amount of code and is thus able
to recognize common patterns. In this paper, we eval-
uate the performance of ChatGPT in identifying secu-
rity vulnerabilities of Python codes and compare the
results with three well-known SAST tools for Python
vulnerability detection ( Bandit, Semgrep, and Sonar-
Qube). The reason for choosing the Python language
is that in 2022, Python was known to be the most pop-
ular programming languages along with Java, based
on the Popularity of Programming Language Index
(PYPL) and IEEE reports. Also, Stackscale ranked
Python in third place [16]. Although Python is mainly
used in the scope of machine learning and data sci-

ence, its applications are not only limited to these
fields, and with its famous frameworks such as Django
and Flask, it is prone to vulnerabilities. The rest of
the paper is organized as follows: In Section 2, we pro-
vide a brief literature review of this area. Section 3 is
dedicated to the datasets we used. Section 4 provides
the details of the experiments we performed with
ChatGPT. In Section 5, we present the evaluation
and analysis of the obtained results 2 . In Section 6 we
discuss some factors that may threaten the validity
of the results. Finally, Section 7 concludes the paper.

2 Related Work

In this section, we review some of the works that
used different kinds of AI models for vulnerability
detection. Note that we did not focus on works that
proposed models for repairing the identified vulnera-
bilities. When it comes to artificial intelligence, the
main idea is the use of supervised learning. Therefore,
various machine learning models used methods of fea-
ture engineering such as the number of lines of the
code, code complexity, and the number of operations
and also utilized textual features[15, 17]. In general,
research shows that text-based models have better
performance over feature engineering and the studies
also admit that machine learning models outperform
the existing SAST tools.

Recently, more research has been devoted to deep
learning. In this scope, researchers often used dif-
ferent deep learning models such as Convolutional
Neural Networks (CNN), Long Short-Term Memory
(LSTM), and Multilayer Perceptron (MLP) [13, 18–
20]. Some of the models were based on different kinds
of code property graphs and used Graph Neural Net-
works [13, 14], while some others only relied on to-
kens [20]. A new study has investigated the way deep
learning models function in vulnerability detection
tasks. The results of this study reveal some points:
First, the results of different models are not compati-
ble with each other. Second, fine-tuned models have
shown better performance in this field. Third, usually
1000 samples of each class are enough for the training
of a neural network and, finally, models usually use
the same features for prediction [21]. Although stud-
ies approved the superiority of graph-based models,
a new study indicates the superior performance of
transformer-based models over graph-based ones [22].
In 2022, Hanif and Maffeis proposed a model named
VulBERTa [23]. This model is based on RoBERTa
and is used for vulnerability detection in C/C++
codes. Another recent study also has used BERT
architecture and CodeBERT vectors for predicting
code vulnerabilities. The results of this study prove

2 https://github.com/abakhshandeh/ChatGPTasSAST.git
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the superiority of transformer-based models over tra-
ditional deep-learning models and also graph-based
models [24]. Overall, it seems that transformer-based
models are effective in this area. Another recent work
has evaluated ChatGPT as a large language model
for detecting vulnerabilities in Java source codes and
compared the results with a dummy classifier and
achieved no better results than it [25]. However, there
is still no academic study about comparing the re-
sults of the ChatGPT model with traditional SAST
tools for Python. This paper aims to answer the ques-
tion of whether the ChatGPT model is outperforming
SAST tools or not.

3 Datasets Description

In this section, we provide the details about our
dataset and the labels we used. Our dataset consists of
156 Python code files. These files contain 130 files of
the securityEval dataset which is proposed in [26]. As
the authors mentioned, these 130 files cover 75 vulner-
ability types that are mapped to Common Weakness
Enumeration (CWE). The remaining 26 files belong
to a project called PyT in which the author developed
a tool for Python code vulnerability detection and
used these 26 vulnerable code files for evaluating his
tool [27, 28]. Since the used datasets do not provide a
specific line of vulnerability, a security expert on our
team rechecked the data and specified the vulnerable
line. We identified the corresponding line of code of
CWEs that were assigned in the labels of these files
with the help of a security expert. The datasets’ in-
formation and the distribution of their corresponding
labels are presented in Table A.1 in Appendix A.

4 Working with ChatGPT API

In this section, we provide the details of the process
of utilizing the ChatGPT model API for identifying
vulnerabilities. In this study, we used the GPT-3.5-
Turbo model. The GPT-3.5-Turbo model can accept
a series of messages as input, unlike the previous
version which only allowed a single text prompt. This
capability provides some interesting features, such as
the ability to store prior responses or queries with a
predefined set of instructions with context. This is
likely to improve the generated response. The GPT-
3.5-Turbo model is a superior option compared to the
GPT-3 model, as it offers better performance across
all aspects while being 10 times more cost-effective
per token. We did four kinds of experiments using
the GPT-3.5-Turbo model.

(1) In our first experiment, we give the model the
vulnerable files and ask it whether they con-
tain any security vulnerabilities or not, without

specifying the corresponding CWEs. We ask the
model to just return the line number of the vul-
nerability if it contains any. Then, we compare
these lines with ground truth labels. In effect,
this experiment is a binary classification.

(2) In our second experiment, we provide the list of
the corresponding CWEs and ask the model to
find the vulnerabilities from the labels’ list in
the Python vulnerable file. In this experiment,
we ask the model to respond in JSON format
like [{”label”: ”CWE-X”, ”line of Code”: ”line
no.”}] so we can compare our results with those
of SAST tools.

(3) In the third experiment, for each of the vulner-
able files, we give the model all the labels re-
turned from Bandit, Semgrep, and SonarQube
tools for the Python code, as the classes that
ChatGPT should use. We then ask the model
whether each vulnerable file contains any of
those vulnerabilities or not. Here, the main dif-
ference with our second experiment is that we
specify the classes per vulnerable file separately.
In other words, we use the model as an assistant
for the SAST tools to verify the detected vulner-
abilities by them. In this experiment, we use the
same JSON format as the second experiment
for the responses. Note that in this experiment,
although we provide the labels’ list beforehand
for each vulnerable file, in some cases the model
has returned a new CWE which is not among
its input labels. This is a natural behavior seen
from a language model and to address this is-
sue in our evaluation, we consider two cases: In
one case, we ignore the new labels and calculate
the metrics without considering them. This pol-
icy can reduce the number of false positives of
SAST tools. In another case, we consider them
as well and this time the number of false nega-
tives may decrease.

(4) In our fourth experiment, we do not provide
any label list for the model and ask it to detect
the vulnerabilities in the files and determine
their corresponding CWEs from its own trained
knowledge. Here, the format of the responses
is the same JSON structure as the previous
experiments.

To use the model for our experiments, we put all the
vulnerable Python codes of our dataset in a directory
and then we called GPT-3.5 API with an optimized
prompt for each of the vulnerable Python files. The
choice of prompt is the most challenging task in this
process, as it has a direct effect on the results the
model provides. We optimize our prompts according
to [29]. Table 2 provides the list of prompts we used
for each experiment.
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4.1 Parameters

The parameters of the experiment are the prompt
which contains the instructions the model will execute
and a parameter called temperature that determines
the randomness level of the model response. The
temperature can take the values between 0 to 6 with
6 giving the most random output. Because we want
to specify labels for a piece of code, the nature of our
job is deterministic, so we set the temperature to zero
to get the most stable behavior. Another important
parameter is the prompt that is very influential in
the results and adjusting it to get the best results
is a challenging task. We used the prompts given
in Table 2. We chose our prompts based on [29].
According to [29], some of the key points to create
an optimized prompt are: using delimiters such as
triple quotes or triple backticks to specify the piece
of code, asking for structured output such as JSON,
HTML, etc., specifying the steps to complete a task in
a clear way, instructing the model to work out its own
solutions before rushing to a conclusion. To show the
sensitivity of ChatGPT to its prompts, an example
is provided in Table 1 where a prompt with minor
modification is given to the model, and the model
responds with different answers in which the second
response contains one less vulnerability compared to
the first one.

5 Results

In this section, we provide the results of our experi-
ments. First we explain the metrics we use for evalu-
ating our work and then we present GPT-3.5 results
and compare them with three popular SAST tools for
Python vulnerability detection. To be more precise,
we perform the following actions: We give a dataset of
156 vulnerable python codes to Bandit, Semgrep and
SonarQube SAST tools and we also query the Chat-
GPT model with our dataset using the appropriate
prompts. We then calculate the following metrics for
each of the tools’ results and the model result based
on our ground truth labels. Finally, we compare the
results of the tools with the GPT-3.5 model.

5.1 Evaluation Metrics

In classification, we have condition positive which
indicates the number of real positive cases in the
data. Similarly, there is a condition negative which is
the number of real negative cases in the data. Based
on these conditions, there will be four parameters:
true positive (TP) which is the number of positive
examples labeled as such, true negative (TN) which
is the number of negative examples labeled as such,
false positive (FP) that is the number of negative
examples labeled as positive and false negative (FN)

Table 1. Comparison of the responses of two prompts with

minor change

Prompt Response

find all the vulnerabilities

with the CWE standard in
the Python code which is
delimited with triple back-

ticks. Also, give the line of
the vulnerability in the code.
python code:′′′{Vul˙code}′′′
Format your response as a list
of JSON objects with ”label”

and ”line of Code” as the keys

for each element. only answer
with JSON.

[ { ”label”: ”CWE-78: Im-

proper Neutralization of
Special Elements used in an
OS Command (′OS Command

Injection′)”, ”line of Code”:
”command = ′echo′ + param
+ ′ ¿¿ ′ + ′menu.txt′” }, {
”label”: ”CWE-78: Improper
Neutralization of Special

Elements used in an OS

Command (′OS Command
Injection′)”, ”line of Code”:

”subprocess.call(command,

shell=True)” }, { ”label”:
”CWE-78: Improper Neu-

tralization of Special El-

ements used in an OS
Command (′OS Command

Injection′)”, ”line of Code”:

”subprocess.call(′echo Menu: ¿
menu.txt′, shell=True)” } ]

find all the vulnerabilities with
the CWE standard in the

Python code. also give the line

of the vulnerability in the code.
python code: ′′′{Vul˙code}′′′
Format your response as a list
of JSON objects with ”label”
and ”line of Code” as the keys

for each element. only answer
with JSON.

[ { ”label”: ”Command
Injection”, ”line of Code”:

”subprocess.call(command,

shell=True)” }, { ”label”:
”Command Injection”, ”line of

Code”: ”subprocess.call(′echo
Menu: ¿ menu.txt′,
shell=True)” } ]

that is the number of positive examples labeled as
negative. We define precision, recall, and F-measure
according to the following formulas [30].

• Precision: It answers the question that out of
all the examples the classifier labeled positive,
what proportion were correct? It is defined ac-
cording to the following equation:

precision =
TP

TP + FP
(1)

• Recall: It answers the question that out of
real positive examples, what proportion did the
classifier label as positive? It is defined by the
following formula:

recall =
TP

TP + FN
(2)

• F-measure: It is a measure that combines pre-
cision and recall and is defined according to the
following formula:

F = 2× precision× recall

precision+ recall
(3)
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Table 2. GPT-3.5 prompts used. Vul˙code refers to the vulner-

able code, and labels1 is the list of labels of all vulnerable files

and labels2 is the labels of each vulnerable file that is iterated
through a loop.

Experiment No. Prompt

Experiment1 You will be provided with a Python code
delimited by triple backticks. If it contains

any security vulnerability, identify the lines
of vulnerable code and only write the line
in quotation If the code does not contain

a vulnerability, then simply write None.
python code: ′′′{Vul˙code}′′′

Experiment2 Which of the following vulnerabilities

from the list of vulnerabilities exist in
the Python code which is delimited with

triple backticks. also give the line of

the vulnerability in the code. python
code:′′′{Vul˙code}′′′ list of vulnerabilities:

{”, ”.join(labels1)} Format your response
as a list of JSON objects with ”label” and

”line of Code” as the keys for each element.

only answer with JSON.

Experiment3 Which of the following vulnerabilities

from the list of vulnerabilities exist in
the Python code which is delimited with
triple backticks. also give the line of the

vulnerability in the code. Python code:
′′′{Vul˙code}′′′ list of vulnerabilities: {”,
”.join((labels2)} Format your response as

a list of JSON objects with ”label” and
”line of Code” as the keys for each element.
only answer with JSON.

Experiment4 Your task is to determine whether the
following Python code which is delimited

with triple backticks, is vulnerable or not?
identify the following items: - CWE of its
vulnerabilities. - lines of vulnerable code.

Format your response as a list of JSON
objects with ”label” and ”line of Code”
as the keys for each vulnerability. If the

information isn’t present, use ”unknown”
as the value. Make your response as short
as possible and only answer with JSON.
python code:′′′{Vul˙code}′′′

5.2 Analyzing Results

In this section, we present the results based on the
mentioned metrics in the previous section. The re-
sults for Experiment1 in which we did not ask the
model to return the CWEs, are provided in Table 3.
The precision for the model in this experiment is not
better than the other three tools. Furthermore, the
low recall suggests that using this model for only de-
tecting vulnerable lines of a code does not give any
better results than SAST tools since low recall leads
to a high false negative rate. Likewise, the results
of Experiment2, which are presented in Table 4, in-
dicate that using the GPT-3.5 model with all the
classes given as labels does not provide superior re-
sults in comparison with the SAST tools. Note that

Figure 1. F1-score of top 6 CWE classes in Experiment3
(case 2)

in this experiment, the order of the given labels to
the GPT-3.5 model has a high impact on the gener-
ated results from the model. This is because when
the order of the labels is changed, the prompt is mod-
ified and as we mentioned before, the prompt has
a great effect on the model’s results. Therefore, we
gave the labels in a random order. Here, we reach
the same conclusion as [25] in which the authors con-
cluded that the capabilities of the ChatGPT model
for detecting vulnerabilities in code are limited.

The results of Experiment3 in which we provided
the classes per vulnerable file, are given in Table 5.
Here the figures indicate that case 1, in which we do
not accept the new labels returned from the model,
has produced better results than case 2. These results
are significantly better than those of SAST tools in
this experiment. The F1-score for the top 6 CWEs in
terms of frequency is illustrated in Figure 1 for this
experiment. This behavior shows that using ChatGPT
as an assistant along with SAST tools can be a good
idea. Moreover, if we do not provide any labels for
the model and ask it to return the CWEs of the
vulnerable codes from its own knowledge, as we did in
Experiment4, we obtain the results in Table 6 which
are comparable to the SAST tools. By and large, our
experiments show that using the ChatGPT model
as an assistant for SAST tools can provide hopeful
results.

6 Threats to Validity

In this Section, we discuss some factors in our experi-
ments that could affect the correctness of the results.
Our biggest challenge was the choice of the prompts of
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Precision Recall F1

Semgrep 0.6694 0.1504 0.2457

Bandit 0.7450 0.1447 0.2424

SonarQube 0.9104 0.1161 0.2060

GPT-3.5 0.7413 0.0819 0.1475

Table 3. Results of Experiment1 (binary classification)

Precision Recall F1

Semgrep 0.4682 0.1123 0.1812

Bandit 0.3168 0.0609 0.1022

SonarQube 0.3283 0.0419 0.0743

GPT-3.5 0.1659 0.0761 0.1044

Table 4. Results of Experiment2 (selecting from the list)

Precision Recall F1

Semgrep 0.4682 0.1123 0.1812

Bandit 0.3168 0.0609 0.1022

SonarQube 0.3283 0.0419 0.0743

Experiment3,GPT-3.5-Case 1 0.7807 0.2781 0.4101

Experiment3,GPT-3.5-Case 2 0.333 0.1542 0.2109

Table 5. Results of Experiment3 (SAST assistant)

Precision Recall F1

Semgrep 0.4682 0.1123 0.1812

Bandit 0.3168 0.0609 0.1022

SonarQube 0.3283 0.0419 0.0743

GPT-3.5 0.3350 0.1238 0.1808

Table 6. Results of Experiment4 (free classification)

ChatGPT. There are some metrics for measuring the
effectiveness of a prompt for LLMs. In [31] natural-
ness and expressiveness are mentioned as two impor-
tant factors for a prompt. Here, we tried to choose the
most efficient prompts in terms of these metrics and
also based on what was explained in Section 4.1 [29].
However, it is possible that a more careful selection
of the prompt can affect the results. Another fac-
tor that may also affect the results is the size of the
dataset and its accessibility on the Internet. Further-
more, the distribution of the CWEs of the dataset
is of great importance. To overcome this threat, we
chose three different datasets for better generalization
of the vulnerabilities they cover, but there may be
still a few coverage of the vulnerabilities. Moreover,
we only compare this model with three SAST tools
for Python language. Perhaps, further SAST tools
affect the results. Finally, we only tested the GPT-
3.5 model of ChatGPT, and the new billable version
(GPT-4) may performs better than this version.

7 Conclusion

In this paper, we did four types of experiments with
the ChatGPT model to detect the security vulnerabil-
ities of Python codes. We compared this model with
Bandit, Semgrep, and SonarQube which are popular

SAST tools for Python codes. We concluded that us-
ing the GPT-3.5 model for vulnerability detection of
codes in some special manners gives promising results.
Specifically, if we use it as a SAST tool assistant, it
will produce results that can help to improve the re-
turned results of SAST tools. Overall, we believe this
model has the potential to be used in vulnerability
detection tasks regarding the factors that may affect
the correctness of the results that we described in 6.
However, we admit that this study is not general in
all aspects and provides primary steps toward this
path. In future studies, the behavior of the latest
model of ChatGPT (GPT-4) which is more powerful
than the GPT-3.5 model, can be examined in vulner-
ability detection of codes with the hope of obtaining
better results. Moreover, the Temperature parameter
of the model can be set to values other than zero and
innovative rules can be passed to decide for the most
efficient obtained results. Another suggestion is to use
one-shot learning in future works. Moreover, it should
be considered that there is a security caution about
using ChatGPT as a SAST tool because it is required
to upload the source code on the OpenAI servers.

A Appendix

The distribution of labels of our dataset is provided
in Table A.1.
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