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1 Introduction

Abstract

Standard face recognition algorithms that use standard feature extraction
techniques always suffer from image performance degradation. Recently, singular
value decomposition and low-rank matrix are applied in many applications,
including pattern recognition and feature extraction. The main objective of
this research is to design an efficient face recognition approach by combining
many techniques to generate efficient recognition results. The implemented face
recognition approach is concentrated on obtaining significant rank matrix via
applying a singular value decomposition technique. Measures of dispersion are
used to indicate the distribution of data. According to the applied ranks, there
is an adequate reasonable rank that is important to reach via the implemented
procedure. Interquartile range, mean absolute deviation, range, variance, and
standard deviation are applied to select the appropriate rank. Rank 24, 12, and 6
reached an excellent 100% recognition rate with data reduction up to 2:1,4:1
and 8 : 1 respectively. In addition, properly selecting the adequate rank matrix
is achieved based on the dispersion measures. Obtained results on standard face
databases verify the efficiency and effectiveness of the implemented approach.
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portant issue for their huge amount of applications,
especially in security [5-7]. In comparison with other

iometric recognition of both physiological and be-

havioral has been an active topic for researchers
because of their wide range of applications in differ-
ent areas of our life [1, 2]. Among all biometrics, face
recognition is the most important biometric due to
its wide applications, simplicity, and high uniqueness
[3, 4]. Recently, face recognition has become an im-
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biometric techniques, such as fingerprints, retina, iris,
voice or gait recognition, which generally requires
the cooperation of the individual, face images can
be captured directly by the cameras [8, 9]. There is
a large amount of data for storage and recognition;
thus, this process of data reduction and retention of
active data is of great importance evidenced by the
following literature [10-19].

Haar and Veltkamp (2010) constructed a morphable
expression model based on multiple resolution ap-
proach. In which this model automatically selects the
appropriate pose, identity, and expression to adapt
the 3D facial scanning [20]. Ergin (2011) applied
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base matrices to obtain the common matrix for each
face class, which represents the common properties of
a given face class [21]. Carikgi and Ozen (2012) im-
plemented face recognition approach based on Eigen-
faces. In this approach, a clean face is generated for
each image, then calculated the Euclidean distances
between this clean face and the stored clean faces
[22]. Mostafa et al. (2013) proposed a fast facial de-
tection features approach in which these features are
detected based on both appearance and geometric
information [23]. Chen et al. (2014) extended dictio-
nary and singular value of facial recognition. In this
research, the intra-class variant dictionary is adopted
in a subsampling situation to represent the change
between samples in both learning and testing stages
[24].

Dehghan et al. (2015) applied the part of the train-
ing data for data modeling in which they used con-
cept score to describe the event, which are charac-
teristics of confidence representation [25]. Zheng et
al. (2016) implemented a learning robust fragmented
representation dictionary for facial recognition that
can effectively solve the occlusion problems during
facial recognition [26]. Gao et al. (2017) proposed
a new method by simultaneously exploiting the low
range of the representation of the data and each error
image induced by the occlusion, thanks to which the
captured general structure of the data and the error
images [27]. Wu and Ding (2018) solved the problem
of face recognition using a hierarchical model based
on gradients Adaptive Sparse and Low-Rank [28].
Jing et al. (2019) presented a new method to learn
the discriminant representation of the tensor to im-
plement the image classification task in a good way.
[29].

In light of the above, this research proposed an
efficient method to keep a minimum amount of data
required for face recognition. The proposed approach
aims to hybridize both singular value decomposition
and dispersion measures in order to select an adequate
rank of the matrix.

As an overview, there are many published works in
this field which studied different approach to achieve
their goals. The proposed approach aims to hybridize
both singular value decomposition and dispersion
measures to select an adequate rank to obtain a good
result for face recognition.

2 Singular Value Decomposition

The method of matrix factorization or partition is
named as Singular Value Decomposition (SVD) which
is used in various applications. SVD recently has
become very important and powerful tool according
to high advanced in recent science and technology.

1S¢0ured)

SVD is an important issue in geometric linear algebra.
Matrix factorization is a representation of a matrix
into a product of matrices.

Let us have a matrix A with size m *n, so the SVD
of this matrix can be factorized into the following
[30]:

A=USvT (1)

where, U is a m X m orthogonal unitary matrix, S is
a m x n real singular value diagonal matrix, V7 is the
conjugate transpose of the n x n orthogonal unitary
matrix, considering the singular values as the square
root of the eigenvalues. On the other hand, this means
the decomposition leading to a rotation matrix, a
stretching matrix, and other rotation matrices.

Equation 1 can be represented via three geometri-
cal transformations: rotation, resizing, and another
rotation, these transformations leading to powerful
properties. There is a powerful relation between Prin-
cipal Component Analysis (PCA) and Singular Value
Decomposition. Let us starts from the covariance ma-
trix of A in equation 1, which can be written as [31]:

AxA @)

m—1

C:

Equation 2 is true only A is a centered matrix
The singular vectors V in equation 1 are principal
directions, so multiplying matrix A by singular values
V leads to the principal components AV that given
by the following equation [32]:

AV =USVTV (3)
then
AV =US (4)

In order to reduce the size of data, let us map the
data from m to k where k < m. Therefore, equation
1 can be rewritten as below [33]:

n
aij = Y Uik Sk Vik ()
k=1

Equation 5 decides the number of singular values
to generate. These mapping the diagonal matrix S
into a vector and the variables s; are singular values
sorted from large to small value, as below [34]:

Sit1 < S; (6)
Matrices U and V are orthogonal, so [35],
UUp =VVp =1 (7)
where [ is an identity matrix.

Using this method, we can define small singular
value decomposition.
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Figure 1. Ellipse Representation

Applying the orthogonal property on equation 1 to
generate the following two equations [36]:

AATU = US? (8)

AATYV =V §? (9)

From equation 8 and 9 U can be found by the
projection of A into V as below [37]:

U=AVS~! (10)

By transposing A, U and V' are changed their places
as below [38]:
AT =vsuT (11)

To realize the idea of stretching and rotating, given
a two-dimensional matrix (image) in which X; =
(z1,y1) and Xo = (22, y2), so it is possible to generate
an ellipse with longer axis (a) and shorter axis (b),
these can be represented by X; and X, as shown in
figure 1. Let the transformed coordinates be X' =
(z',y'), so we have the following [39]:

r=xRAM™! (12)

where,

e R is the rotation matrix and it can be written
as below [40]

cos(@) sin(9)
— sin(¢) cos(@)

e M is the oriented diagonal matrix as below [41]:

R:

a0
0b

M =

Therefore, the general case can be written as below
[42]

1

where m; is the jth diagonal m matrix.

Thus 2" and y’ are given below [43]:
| cos(s) ~ ysin(9)

a

(14)

y = ZSn(0) + (o) 15)

The ellipse is generated with counterclockwise di-

rection. Turning to equation 5, in which singular value

decomposition can be used to exclude the least sig-

nificant components of A and only includes the most

significant components. SVD for equation 1 can be
modified to solve the linear equation system [44]:

Ax =10 (16)

r=VSUTh (17)

Also, it can be written in another form as below
[45, 46]:

Vs
xX; = Zizukjbk (18)
TR

For non-square matrix, it can be generalized the
solution of normal matrix as below [30, 47]:

AT Az = ATh (19)

For minimum length solution of z, it is reach to
origin such as below [48, 49], this generalized the
linear fitting technique:

min Az —b (20)
xr

3 Statement of the Problem

Many algorithms are implemented for face recogni-
tion, and most of them are concentrated on the recog-
nition rate only, yet some of these algorithms are
reached a good accuracy. The proposed approach of-
fers an efficient face recognition algorithm with a high
recognition rate and minimum data size.

4 Methods Employed

Theoretic models will be employed into this inves-
tigation; then, a framework 1 will be designed to
implement the models. Finally, experiments will be
conducted to evaluate the developed methods.
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5 Dispersion Measures

In this research, in addition to the selection of the
effective rank matrix, some of the effective dispersion
measures are used in recognition.

Interquartile range (irq): measures the difference
between 75th and 25th percentile of the processed
data.

Given:

e First quartile @1 = median of the n smallest
entries

e Third quartile Q3 = median of the n largest
entries

interquartile range is calculated as below

irg = Q3 — Q1 (21)

Mean absolute deviation (mad): measures the mean
of distances of each value from the overall mean; it
is sensitive to outliers. Let Iij be mean and N be the
number of data values, so for any value x, the mean
absolute deviation is given by:

mad = N

Range: measures the difference between maximum

and minimum values of the processed data, which
indicates the simplest measure of spread.

Range = Vinaz — Vinin (23)
Variance (var): measures the average squared dif-

ference of scores from the mean score of the processed
data. Variance is given by:

2 1 a 2
ot =y i) (24)

Standard deviation (std): measures the square root
of variance and has the desirable property of the
processed data. Standard deviation is given by:

(25)

6 Design of Framework

The proposed approach comprises image acquisition,
preprocessing, singular value decomposition, discrete
wavelet transform and minimizing the significant num-
ber of values (figure 2).

ISeﬂure@
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Figure 2. Designed Framework for the Investigation

Image acquisition: in this step, ORL image data
set is used to provide the face images with dif-
ferent positions.

Preprocessing: in this step, many operations
are implemented, such as cleaning, resizing, and
filtering. Moreover, the low pass filter is applied
in this step to remove the redundant noise.
Singular value decomposition: in this step, the
original image is decomposed into three orthog-
onal matrices, and it can be performed as ro-
tating and stretching. Let us have a matrix A
with size m * n so the SVD of this matrix can
be factorized into three matrices as shown in
equation 1.

Selecting the most effective rank: in this step,
the measurement of dispersion in which indi-
cated the most effective matrix rank is applied.
The effective rank selection based on the degra-
dation and similarity index via the implemen-
tation of the steps (in this case, rank 6 face
matrix and rank 3 face matrix).

The discrete wavelet transform (DWT): in this
step, the discrete wavelet transform is applied
to the diagonal matrix to generate effective
significant features. DWT is applied via the
convolution process of both low pass filter and
high pass filter masks with the SVD signal.

s(k) h(2n — k)

k=0

Minimizing the significant number of values: in
this step, the obtained features are minimized
and resized to generate a minimum number of
effective values based on a certain threshold.
The threshold is sited regarding the reasonable
image quality based on the dispersion measures.
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7 Experiments

7.1 Dataset Preparation

In this research ORL database of face images with
width= 92 pixels and high= 112 pixels are used (fig-
ure 1). Different rank of face images are applied,
such as: full rank face (number of columns= 46),
rank 46 face (number of columns= 46), rank 24 face
(number of columns= 24), rank 12 face (number of
columns= 12), rank 6 face (number of columns= 6)
and rank 3 (number of columns= 3). This face im-
age dataset (ORL) comprises of Joint Photographic
Experts Group (JPG or JPEG) format image and
contains a set of face images of 400 grayscale face
images, which are ten different images of 40 distinct
persons. Each image with space size of 2.22 kB and
the image dimension is 92 x 112 (width= 92 pixels
and high= 112 pixels). Some of these face images are
shown in figure 3.

Figure 3. Face Image Dataset

The used face images are denoted as Face;; in which
the variable () indicates the score of the person and
the variable (j) indicates the face score, this means
the face image Face;s indicates the second face image
of the first person and so on. The original face images
are of size 92 % 112; these face images are resized 2 : 1,
the resized images are of size 46 x 56.

Full-Rank Face Rank 46 Face

Figure 4. Faces of Different Ranks (First Person)

7.2 Results and Discussion

The standard PC has been used in the experiments
by applying the Matlab simulator tool version 2015.
Figure 4 shows the first face image of the first person
with different ranks. The full rank face matrix and the
rank 46 face matrix are the two matrices with rank
equal to 46. The rank 24 face matrix has a rank of 24,
the rank 12 face matrix has a rank of 12, the rank 6
face matrix has a rank of 6, and the rank 3 face ma-
trix has a rank of 3. From this figure, it is clear that
the degradation and the distortion have appeared in
the last two ranks (rank 6 and 3 face matrix). In ad-
dition, the last two histograms of Figure 5 indicated
a significant difference compared with the other four
histograms. Image quality is measured via similarity
index which has the following values according to the
six rank values 1.000, 1.000, 0.9920, 0.9391, 0.8252,
and 0.6682. It is clear that the first four values indi-
cate a high-quality image, on the other hand, the last
two values (0.8252and0.6682) leading to low image
quality. The sorted singular value of the first person
is shown in Figure 6, these values ranged from —2.2
to 1.45. Also, the negative values started from the
sixth score. The cumulative percentage of total sigma
is shown in Figure 7 in which the normalized values
ranged from 0.6 to 1.

It is clear that the degradation and the distortion
are also appeared in the last two ranks (rank 6 face
matrix and rank 3 face matrix) as shown in figure
8. In addition, the last two histograms of Figure 9
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Figure 5. Histogram of Different Ranks Faces as in Figure 4
(First Person)

Singular Values {Log10 Scalg]

o

Figure 6. Sorted Singular Values (First Person)

indicated a significant difference compared with the
other four histograms. Image quality is measured
via similarity index which has the following values
according to the six rank values 1.000, 1.000, 0.9823,
0.9000, 0.7546 and 0.5692. It is clear that the first
four values indicate a high-quality image, on the other
hand, the last two values (0.7546 and 0.5692) leading
to low image quality, also, these values are slightly
low. The sorted singular value of the first person is
shown in figure 10, these values ranged from —1.8
to 1.45, in addition, the negative values started from
the eight scores. The cumulative percentage of total

ISeBur@

Cumulative Percant of Total Sigmas

Figure 7. Cumulative Percentage of Total Sigma (First Per-
son)

Full-Rank Face Rank 46 Face

Rank 6 Face Rank 3 Face

Figure 8. Faces of Different Ranks (Second Person)

sigma is shown in figure 11 in which the normalized
values ranged from 0.5 to 1.
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Figure 9. Histogram of Different Ranks Faces as in Figure 8
(Second Person)
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Figure 10. Sorted Singular Values (Second Person)

7.3 Measures of Dispersion Discussion

Measures of dispersion are applied to compare the
first five sets of face images from the ORAL database.
50 face image of five sets of face images are compared
according to their ranks. Measures of dispersion (sta-
tistical measures) are used to indicate the distribution
of data.

Interquartile ranges are measured for these 50 im-
ages with different ranks (full, 46, 24, 12, 6 and 3) as
shown in figure 12a. Values of interquartile ranges
are used as a threshold value to indicate the ade-
quate rank related to acceptable image quality. This
research resulted that ranks full, 46 and 24 are the
most acceptable set for this measurement. On the

Cumulative Peroznt of Total Sigmes

T T T T T T T T

Figure 11. Cumulative Percentage of Total Sigma (Second
Person)

other hand, the Interquartile range values for ranks
12, 6 and 3 reached to zero.

0.8
0.6 _jﬂ -" | r‘ # L Irgl
r
0.4 . —Irg2
0.2 Irq3
O L Ll LLLLLLLL LLLLLRLLLLRLL T T T Irq4
585 08858%
PR I —Irg5
oS IR RS
L
(a) Interquartile Range Values
100%
80% Irq5
L i H
60% —|rg 4
40%
—|rq3
20% 1 n 1 il L-,
0% i T Irg2
38338353
o o e e T Irg1
boui L LTI T o

(b) Interquartile Range Percentages
Figure 12. Interquartile Ranges Measures

Mean absolute deviations are measured for these
50 images with different ranks (full, 46, 24, 12, 6 and
3) as shown in figure 12b. Mean absolute deviations
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values are ranged between 1.3 and 1.5 for madl, 1.2
and 1.3 for mad2, 1.1 and 1.3 for mad3, 1.1 and 1.4
for mad4, 1.2 and 1.3 for mad5.

2
" RRERRRRRA
1 - mad2
0.5 mad3
O T —mad4
= = v = < O = =
-EI N| c| EI N| c:>| El N| —mad5
ddeperes
(a) Mean Absolute Deviation Values
100%
80% mad5
60% 1 - mad4
40%
20% mad3
0% T mad2
SR8SRES Y
T e T ——madl
hulA AL LR P n

(b) Mean Absolute Deviation Percentages

Figure 13. Mean Absolute Deviation Measures

Range is measured for these 50 images with differ-
ent ranks (full, 46, 24, 12, 6 and 3) as shown in figure
14. This figure shows the values of range approach to
significant values for all ranks, so these ranks with
range values considered to be between 27 and 30 for
rangel and the obtained range values of range2 are
considered to be between 23.46 and 24.16. This in-
dicated that the obtained range values approach to
similarity values between the tested faces of the same
person. In addition, there is a significant difference
between the range values of different persons.

Variance is measured for these 50 images with dif-
ferent ranks (full, 46, 24, 12, 6 and 3) as shown in
figure 15. This figure shows the values of variance
approach to significant values for all ranks, so these
ranks with variance values considered to be between
16 and 19.85 for varl and the obtained variance values
of var2 are considered to be between 11.93 and 12.96.
This indicated that the obtained variance values ap-
proach to similarity values between the tested faces
of the same person. In addition, there is a significant
difference between the variance values of different
persons.
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Figure 14. Range Measures

Standard deviation is measured for these 50 images
with different ranks (full, 46, 24, 12, 6 and 3) as
shown in figure 16. This figure shows the values
of standard deviation approach to significant values
for all ranks, so these ranks with standard deviation
values considered to be between 4 and 4.42 for std1
and the obtained standard deviation values of std2
are considered to be between 3.45 and 3.55. This
indicated that the obtained standard deviation values
approach to similarity values between the tested faces
of the same person. In addition, there is a significant
difference between the standard deviation values of
different persons.

8 Conclusions

8.1 Achievements

Face recognition is an important issue among bio-
metric recognition for its simplicity and high secu-
rity. Hybridizing many techniques in recognition leads
to generate an efficient, high-performance approach.
Low-rank matrix and SVD are used in many appli-
cation of one and two-dimensional signal processing.
The implemented approach consists of multi-steps,
starting from preparing the face samples up to reach-
ing a suitable rank. The implemented approach offers
an efficient face recognition algorithm complaining
SVD, measures of dispersion and selecting the ap-
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Figure 15. Variance measures

propriate rank matrix. Measures of dispersion are
applied to compare the sets of face images according
to their ranks. Full rank, rank 46, rank 24, rank 12,
rank 6, and rank 3 are used in this research in order
to reach high-performance results. The objective of
this research was achieved by properly selecting the
adequate rank matrix via the threshold of the dis-
persion measures. The research results indicated that
the recognition rate of 100% is obtained within data
reduction up to 8:1. Comparing with the previous
works, most of these works reached a good accuracy of
recognition rate, but this approach achieved a recog-
nition rate of 100%, in addition to a high reduction
in data size reached to 8 : 1.

8.2 Future Work

The implemented approach achieved acceptable re-
sults for the tested face dataset. The future work con-
centrated on applying this approach for different face
datasets having different images sizes. In addition, as
an expected proposal for future work we suggest to
realize this approach as a hardware implementation
to evaluate the real-time face recognition process.
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