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1 Introduction

Today, intrusion detection systems are used in the networks as one of the
essential methods to detect new attacks. Usually, these systems deal with
a broad set of data and many features. Therefore, selecting proper features
and benefitting from previously learned knowledge is suitable for efficiently
detecting new attacks. A new graph-based method for online feature selection
is proposed in this article to increase the accuracy in detecting attacks. In the
proposed method, irrelevant features are first removed by inputting a limited
number of instances. Then, features are clustered based on graph theory to
reduce the search space. After the arrival of new instances at each stage, new
clusters of features are created that may differ from the clusters created in the
previous step. Therefore, to find the appropriate clusters, these two clusters
are combined to select some relevant features with minimum redundancy. The
evaluation results show that the proposed method has better performance,
for instance classification with a lesser run time than similar online feature
selection methods. The proposed method is also faster with a suitable accuracy
in instances classification compared to some offline methods

(© 2020 ISC. All rights reserved.

distinguishing authorized users from the infiltrators.
An IDS aims not to prevent an attack, but its only

he rapid growth of the Internet and computer net-
Tworks has made security a significant issue. The
security of computer systems includes confidentiality,
integrity, and availability. An attempt to intrusion
into a computer network jeopardizes at least one of
the security parameters. Today, to ensure security in
computer networks, different security systems and de-
vices are used, including intrusion detection systems
(IDS) [1]. The IDS is a software or hardware system
or a combination of the two, and it is responsible for
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task is to detect attacks and security bugs in the
system and notify the system administrator.

Intrusion detection systems are classified as either
signature-based or anomaly-based [2-5]. Signature-
based schemes (also denoted as misuse-based) seek
defined patterns, or signatures, within the analyzed
data including network packets, log messages, system
calls, registry access traces and so on. For this purpose,
a signature database corresponding to known attacks

is specified a priori [5].

On the other hand, anomaly-based detectors at-
tempt to estimate the “normal” behavior of the sys-
tem to be protected and generate an anomaly alarm
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whenever the deviation between a given observation
at an instant and the normal behavior exceeds a pre-
defined threshold. Another possibility is to model the
“abnormal” behavior of the system and to raise the
alarm when the difference between the observed be-
havior and the expected one falls below a given limit.
Signature and anomaly-based systems are similar in
terms of conceptual operation and composition. The
main differences between these methodologies are in-
herent in the concepts of attack and anomaly. An
attack can be defined as a sequence of operations that
puts the security of a system at risk. An anomaly
is just an event that is suspicious from the perspec-
tive of security. Signature-based schemes provide very
good detection results for specified, well-known at-
tacks. However, they cannot detect new, unfamiliar
intrusions, even if they are built as minimum variants
of already known attacks [6-8]. On the contrary, the
main benefit of anomaly-based detection techniques
is their potential to detect previously unseen intru-
sion events [6].

One of the vital solutions to detect anomalies in the
network is based on machine learning techniques [9—
11]. These schemes are based on establishing an ex-
plicit or implicit model that enables the patterns ana-
lyzed to be categorized. In many cases, the applicabil-
ity of machine learning principles coincides with that
for the statistical techniques. However, the former is
focused on building a model that improves its perfor-
mance based on previous results. Hence, a machine
learning-based anomaly detection system can change
its execution strategy as it acquires new information.
Although this feature could make it desirable to use
such schemes for all situations, the major drawback
is their expensive resource nature. Machine learning
techniques are divided into two categories, incremen-
tal and non-incremental.

An incremental method’s main task is to construct
or model the pattern classes and use them to correct
the input pattern as either belonging to a specific
previously observed class or not belonging to any of
the preferred classes. However, for network anomaly
detection, the incremental approach updates normal
profiles dynamically based on changes in network traf-
fic without fresh training using all data for attack
detection. It can decide to raise an attack based on
existing profiles if abrupt changes happen in the nor-
mal system or network traffic. Thus, it is useful to
detect anomalies from a normal system or network
traffic from existing signatures or profiles, using an
incremental approach. An incremental approach that
updates profiles or signatures dynamically, incorpo-
rating new profiles as it encounters them. It does not
need to load the whole database each time into the
memory and learn fresh from the beginning [12].
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We observe that the main importance of incremen-
tal network anomaly detection lies in dynamic profile
updation for both normal and attack, reduced mem-
ory utilization, faster and higher detection rate, and
improved real-time performance.

The number of features extracted from raw network
data, which an IDS needs to examine, is usually large
even for a small network [13]. Many researchers have
tried to improve the detection rate of IDs by proposing
new classifiers, but improving classifier’s effectiveness
is not an easy task, though feature selection can be
used to optimize the existing classifiers. The purpose
of feature selection is to acquire a subset of features
with the least number of features with higher accuracy
than other subset ones [14].

Feature selection plays a vital role in detecting net-
work anomalies. Feature selection methods are used
in the intrusion detection domain for eliminating re-
dundant or irrelevant features. Feature selection re-
duces computational complexity, removes information
redundancy, increases the detection algorithm’s ac-
curacy, facilitates data understanding, and improves
generalization. The feature selection is a Machine
Learning technique that reduces the amount of data
to be analyzed. Therefore, the feature selection is
accomplished by identifying the most important fea-
tures (or attributes) of a data set and discarding the
less important ones. Machine Learning algorithms
can make classification predictions more efficient by
reducing the dimensionality of a data set to contain
only the most essential features. This efficiency is es-
pecially relevant to Intrusion Detection, which has
demanded real-time performance.

One reason why fewer features can sometimes im-
prove classification performance because some fea-
tures may contain meaningless noise, so that does
not contribute any value to predictive accuracy. The
presence of these noisy features can sometimes even
degrade classification performance. Another reason
why reducing the number of features can improve
classification performance is that different features
from within the same data set can be highly cor-
related. The presence of these extraneous features
can sometimes cause more confusion than predictive
value to classification models. Feature selection can
be a valuable technique for Intrusion Detection where
real-time computational demands can benefit from
improved efficiency while striving to maintain similar
or even improved classification performance [13-15].

According to the definitions [14], the features are
generally categorized as follows:

Relevant: The features that affect the recognition of
instances’ class and the ignoring them cause reduced
recognition accuracy.
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Irrelevant: Features that do not affect in-class recog-
nition of instances.

Redundant: Redundancy is created whenever a fea-
ture can have the role of another one. In other words,
a feature is highly correlated with one or more other
features.

In general, feature selection methods are divided
into offline and online. The former is called the tra-
ditional feature selection method [16-19]. In this
method, all features and instances are available be-
fore triggering the feature selection process. Offline
methods are not appropriate in many areas, such as
image processing and online learning, since the en-
trance of features or instances is dynamic. Therefore,
it is necessary to use an online feature selection in
such scenarios. The latter one is called online feature
selection, which is defined in two ways: in the first,
the number of instances is fixed, features are entered
dynamically, and selection is made at the time of the
feature entry, and in the second, the number of fea-
tures is fixed, instances are entered dynamically, and
feature selection is performed with the entry of each
instance.

Many offline methods have been proposed in the
field of intrusion detection, though the use of of-
fline feature selection methods in intrusion detection
systems has some limitations. As previously stated,
offline feature selection methods require the entire
training set, necessitating a vast memory capacity. In
computer networks, network packet flows (instances)
are entered dynamically and usually are used from
an incremental method for intrusion detection; hence,
not all network flows are available at the time of
feature selection. Also, the cost of waiting for the
entrance of all flows will be high; thus, offline meth-
ods are not suitable for IDSs. As new attacks occur
continuously and dynamically in computer networks,
IDSs should adapt themselves to new conditions and
use past experiences.

In a limited number of online methods, feature
selection is performed, at an instance, arrival time.
Such methods, however, do not examine redundancy
between features. Also, these methods are suitable
for a dataset with two classes only. Even so, most
datasets, including network traffic, has more than
two classes. In most online methods, feature selection
is performed by the dynamic entry of features; thus,
these methods are not suitable for IDSs because in-
stances are dynamically entered in these systems, and
the features are fixed. According to the literature, on-
line selection methods have not been used in IDSs so
far. In order to overcome the mentioned constraints,
an online approach can be opted to select features.
Thereby, the entrance of new flows into the system

can lead to selecting appropriate features besides us-
ing previously gained knowledge. Here, a graph-based
new method with these properties is presented for
an online feature selection. Our proposed method
assumes that the number of features is fixed, and
feature selection occurs when network flows arrive.

The evaluation results show that the proposed
method has a better performance than other methods
of online feature selection. In other words, the pro-
posed method with a low runtime selects features that
increase the accuracy of instance categorization com-
pared to other online methods. Also, the proposed
method is faster than offline methods rendering an
acceptable accuracy in the classification of instances.

This study first reviews previous related work. Sub-
sequently, the proposed method of feature selection
is explained in the third section. Then, the proposed
method results are presented and compared with some
of the studies carried out in Section IV, followed by
a conclusion.

2 Related Work

Most existing feature selection methods and the pro-
posed method here use the correlation criterion to
select features. Therefore, a brief description is first
offered on the crucial criterion of mutual information
(MI) [15, 20]. MI is the most popular nonlinear cor-
relation criterion based on information theory. This
criterion is shown as I(X;Y") for the two random vari-
ables of X and Y, which has a symmetry property
(I(X;Y) = I(Y; X)). This criterion represents the
amount of information in a random variable concern-
ing another random variable [15, 20]. In other words,
this criterion indicates the amount of information
shared between two variables. MI is zero if and only if
X and Y are independent, meaning that X contains
no information about Y. The larger the MI is, the
more dependent two variables will be. This means
that X gives a lot of information about Y’; thus, there
is a high similarity between X and Y. MI is obtained
using the concept of entropy. As mentioned in the
first section, feature selection methods are divided
into offline and online categories. In this section, the
most critical research is reviewed in both online and
offline methods.

Since 1970, many offline feature selection methods
have been proposed, divided into three categories: su-
pervised, unsupervised, and semi-supervised [16, 21].
In a supervised feature selection method, features are
selected based on the labeled training instance. Based
on different evaluation criteria, supervised selection
methods fall into three groups: filter, wrapper, and
embedded [14]. No method of learning is used in fil-
tering methods to remove irrelevant and redundant
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features. Instead, these methods use the characteris-
tics of training instances to evaluate the features and
identify relevant features. In this regard, the criteria
of distance, correlation, consistency, and information
theory are used. Filtering methods are also called
ranking methods because they are an appropriate
measure for ranking the features.

Filtering methods are suited for high-dimensional
data sets and are computationally fast and straight-
forward. These methods are also independent of the
classification method. Therefore, selected features can
be appropriate for any learning algorithm [14, 22].

Graph theory has recently been used in some of
the filter feature selection methods [23, 24] in which
a fully-weighted and undirected graph is constructed
using features. Each node in the graph corresponds
to a feature, and the weight of the graph edges shows
the similarity of features.

In the Wrapper method, the features are selected
according to the performance of the learning algo-
rithms [25, 26]. In other words, a subset of features
is chosen if they reduce the error of the learning al-
gorithm. Thus, Wrapper methods often yield better
results than the filter method, though, these methods
need more computational time and resources.

Unlike filter and wrapper methods, the embedded
method performs learning and feature selection to-
gether [27]. The learning of the decision tree is an
example of an embedded method.

Unsupervised methods are used when no labeling
instances are available. The variance score method
is one of the most natural unsupervised feature se-
lection methods selecting features with the high-
est variance [28]. The semi-supervised feature selec-
tion method has been presented in recent years, in
which both labeled and unlabeled instances are avail-
able [29, 30].

In most online methods, the selection of features is
performed by the dynamic entry of the features [28].
As mentioned above, the instances are constant in
some applications, and the features are dynamically
entered into the learning model. Therefore, it is neces-
sary to carry out an online feature selection. Other ap-
proaches, including grafting [30], alpha-investing [33],
OSFS [34], and SAOLA [35], are the most important
methods suggested for this purpose. As a result, these
methods are not suitable for IDSs because, in these
systems, the instances are entered dynamically, and
the features are fixed. Recently, a limited number of
online methods have been introduced, namely online
AdaBoost [33], OFS [37], and RFOFS [38] online fea-
ture selection for IDS [39, 40] in which feature selec-
tion is performed at the entry time of instances. The
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most important limitation of these methods is that
they are only suitable for a dataset with two classes.
At the same time, some datasets, including network
traffic, have more than two classes, and attack classes
are specified separately. Besides, redundancy between
features is not explored in these methods.

The OFS online feature selection method is sug-
gested for the binary classification, in which feature
selection is conducted at the instance entrance. Sup-
pose that at ¢ stage, the learner receives input (¢, yy).
Each instance z; € R? is a d-dimensional vector with
the label y; € {—1,1}. The learner at t stage presents
a classifier w; € R? which will be used to classify in-
stance z; by a linear function sgn(w] x;). To select a
feature B, the classifierw; needs to have the highest
B non-zero elements, that is, B > 0 specified by the
user.

The main idea in the OFS method is that if the
instance z; is not correctly classified (yw! z; < 1),
the classifier is updated using the online gradient de-
scent according to Relation (1). Subsequently, to en-
sure that the values of the deleted features are small
enough, the classifier is updated using Relation (2).
Finally, B number of the largest elements in the clas-
sifier is selected, and the rest of the elements are re-
moved (zero). In other words, B numbers are selected
from the relevant features [37].

’LT)H_1 = (1 — )\7])'lUt + nNTys (1)
1
W1 = min{l, —2 V@, (2)
|[We41]]2

In the OFS method, some features are not selected
during the feature selection process, while features
to be deleted may be selected after the entrance of
a new instance. In this case, only a new instance is
effective in choosing this feature, and it may result in
a classifier error. The RFOFS method is, therefore,
proposed to eliminate the objection expressed in [38].
The RFOFS method is the same as the OFS method,
with the difference that the former uses two classifiers
wy and w_all; . If the x; instance is not properly
classified, w_all; will be used to update the classifiers.
It also stores deleted features. The w; classifier is used
to select features and to predict the class of instances.

Although OFS and RFOFS methods are less costly
than the online AdaBoost method, the redundancy
between the features is not checked in both proce-
dures. Also, both are not very efficient for a dataset
with more classes.

The method presented in [39] first introduces a
semi-supervised anomaly detection system that uses
both clustering and decision tree methods to identify
anomalies. In order to classify new instances, they
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firstly clustered using an online clustering method.
Each cluster is assigned a normal or anomaly label
using first an unsupervised and then a supervised
method. The supervised method does not need the
labeling of all instances in the dataset. It requires
the label of the clusters, which drastically reduces
the number of instances to be labeled. The provided
labels are used to learn a decision tree based on the
cluster labels. Cluster-based features that depend on
the original features and the relationships between
clusters are derived for the decision tree training.
This paper includes an online mutual information-
based feature selection method that selects the most
relevant cluster-based features.

In order to make online feature selection, compute
the counts of features and label values for the past
data and update those counts as new data instances
arrive. Therefore, in this paper, compute the feature
relevance anytime based on the counts that are kept.
As it has been the practice in many online methods
such as [41], the effect of the old instances can be
reduced exponentially by updating the counts. To
this end, the old count is multiplied by a parameter
between zero and one. It is also possible to give dif-
ferent weights to different classes by updating the
counts proportional to the desired class weights. This
allows classes with a small number of instances to be
represented in feature selection and is therefore much
more efficient than sampling-based methods that the
aim is to solve the class imbalance problem [39].

In [40], presented a simple technique based on in-
cremental learning of support vector machines to rank
the features in real-time within a streaming model
for the network data. This method, like the method
presented in [39], is only suitable for datasets with
two classes, and the redundancy between features is
not calculated.

3 The Proposed Method

In this section, a graph-based online feature selection
method is proposed to increase the accuracy of detect-
ing attacks in IDSs. The proposed method can resolve
the limitations of other methods mentioned earlier.
The proposed model is run in four stages: removing
irrelevant features, clustering of features, clustering
ensemble, and feature selection. In the following, at
first, the architecture of the proposed method and
then the steps of the method are described.

3.1 Architecture of the Proposed Method

When the network packet flow is entered in the pro-
posed method, a proper subset of the features is
selected online. The proposed method can work in
unsupervised or supervised modes. We assume that

appropriate
mstancel Feature faatures
instancel selection
Removal of
= uyelevant ¥

. features .

mnstancell) clustering
ensemble
Clusterk .
appropriate
features
instancell Cluster 1
instance]2
FRemoval of
ielevant

. features

instance20
Cluster m

instance2] I appropriate
instance22 foatum

. FRemoval of =

) * umelevant clustaring

) features . ensemble
instance30 )

Figure 1. Architecture of proposed method

no classification algorithm is used to select features.
Therefore, the proposed method is an online and filter-
based feature selection method that can be useful in
an anomaly-based intrusion detection system.

Figure 1 shows the proposed method’s overall ar-
chitecture, and the proposed algorithm is presented
in Algorithm 1. As shown in Figure 1, the irrelevant
features are removed with the entry of a limited num-
ber of instances, e.g., N instances (lines 4-12 in Algo-
rithm 1). For simplicity, in Figure 1, the value of N
is assumed 10. It should be noted that this step will
reduce the runtime in the following steps. The num-
ber of features decreases after eliminating irrelevant
features. Therefore, the number of possible states to
search for the best subset of features also decreases,
which results in reduced runtime.

In the next step, as depicted in lines 14-25, the rel-
evant features are clustered according to the graph
theory, and a number of features are selected as rep-
resentatives from each cluster. Since the features of
each cluster are similar, there is redundancy among
them. The advantage of clustering features is that
there is no need to search the space of all features
meaning that it is unnecessary to examine all the sub-
sets of features. This leads to reducing in search time
as compared to offline methods. In this article, the
clustering section is used in addition to the Euclidean
distance criterion from the mutual information crite-
ria for weighing graph edges.

As shown in Figure 1, the values of features and
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Algorithm 1 Algorithm of the proposed method

Input: ¢: number of features.

Output: S: selected feature subset

: Out=0); //Out is consist of final clusters.

F=0; //F is consist of relevant Features.

: NumberClustering=0; //number of clustering

fort=1—T do
Receive Dy = (X1,Xo,...,XnN,C); //Xi =

(Fl,FQ,...,Fm,C),CG C = {61762,...761\]}, 1<i<N.
// Partl: Irrelevant Feature Removal
for i=1— mdo

8: relevant=Qrel() //functions that compute the rele-
vance feature Fj

9: if relevant # 0 then

10: F=FU{F}

11: end if

12: end for

13: k=size (F);

14: // Part2: Clustering Relevant Feature.

15: // Constructing Compelete Graph G (F,E).

16: fori=1—k do

g

17: for j=1—kdo

18: if i #j then .

19: weight(F;, F;) = ————;
g ( i J) I(Fi,Fj)

20: else

21: weight(Fy;, Fj) =0

22: end if

23: end for

24: end for

25: Cluster=Cluster-Graph (G(F, E));

26: NumberClustering=NumberClustering+1;
27: //ClusteringEnsemble

28: if NumberClustering==1 then

29: Out=Cluster;

30: else

31: Out=Cluster-Ensemble (Out, Cluster);

32: NumberClustering=1;

33: end if

34: p=size  (Out);//Number of final clusters,

Out={cli,cla,...,clp}.
35: //Part4: Feature Selection

36: S =0
37: fori=1— pdo
38: R =argmazy .. (Qrel);
39: S = SU{R}; '
40: for j =1 — size(cl;) do
41: Fyest = argmarﬁte{cliis}(@rel() —
iz I(Iﬁrwﬁt)).
|S| ~Fres H(Fy) 7’
42: S:SU{Fbest};
43: if —S—==q then
44: i=p+1;
45: end if
46: end for
47: end for
48: end for

then probably the clusters’ structures may change
with the entry of the next N instances. So, the past
experiences are used to find the appropriate clusters,
those who properly group the features. To this end,
a clustering ensemble is used to combine existing
clusters along with the previous clusters. This makes
better features are selected during the online feature
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selection phase. Thus, the selected subset of features
in each step may be different from those of the previ-
ous stage. In other words, the proposed method has
no problems with the nesting effect. At each stage,
appropriate clusters are stored to combine with new
clusters at a later stage. Therefore, there is no need
for each step to store and combine the clusters cre-
ated in all previous steps. It is worth mentioning that
the idea of clustering ensemble is not used in any of
the feature selection methods.

To follow the process, a number of features are
selected from appropriate clusters with maximum ef-
fect in recognition of instances class and minimum
redundancy. In this step, the redundancy between the
features is examined and calculates the value of rela-
tionships (correlations) between features and classes.
Besides, it is possible to calculate the relationship of
each feature with any number of classes. As a result,
unlike the other similar online methods, the proposed
method is suitable for datasets with any number of
classes.

By the entrance of new instances, the expressed
steps are repeated to select appropriate features (in
Algorithm 1, for example, time T is repeated). In
the following, each part of the proposed model is
described in more detail.

3.2 Removal of Irrelevant Features

To remove irrelevant features, it is necessary to calcu-
late the relevance of each feature. We use from func-
tion @rel() to compute the relevance of each feature.
If we use a supervised feature selection, the Q@rel()
function must then make use of the class labels.

Mutual information is one of the important corre-
lation criteria that can be used in this regard.

Suppose that the D dataset contains the set of the
feature F' = {Fy, F>,..., Fn} and the category set
C ={c1,ca,...,cy} (assuming that the number of
instances and features is equal to N and m, respec-
tively). To remove the irrelevant features in super-
vised feature selection, the value of @Qrel() = I(F;, C)
is calculated for each vector of the feature F; (1 <
1 <m) , and the set of category C. For example, for
N instances, the values of the vector feature Fj; is
F,={f1, fo,..., fn} . Now, if I(F;,C) is zero, then
the feature F; is considered as an irrelevant feature,
and thus it is deleted as depicted in lines 7-12 in the
algorithm.

Category ¢ can have d different values (d > 2).
Therefore, the proposed method is suitable for
datasets with any number of categories. After remov-
ing irrelevant features, a set of relevant features will
remain, such as F = {Fl,Fg, .. .,F’k} for 1 <k <m.
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Afterward, the subset of features is selected from
relevant features with minimal redundancy.

An Efficient relevance measure that can be used for
unsupervised Feature selection is the term-variance
(TV) method [36]. The term-variance method ranks
feature F; by their sample variance, given by

N
Qrel() = TV; = var; = % = Z(sz - F)% (3
j=1
where F; = () Z;V:1 F;j is the average value of fea-
ture , and N is the number of instances. Features with
higher variance are more informative than features
with lower variance.

3.3 Clustering Features

Clustering is one of the most important issues in
unsupervised learning widely used in various fields,
such as machine learning and data mining. A cluster
contains a set of data that is based on their similarity
in a group.

Data clustering attempts to divide data into clus-
ters in such a way that maximizes the similarity be-
tween data within each cluster and minimize the simi-
larity between data in different clusters. In clustering,
it is assumed that primary knowledge, such as know-
ing the number of clusters, and how to distribute
data values, is not available [40, 41].

The difference in data distribution makes the cre-
ated clusters have arbitrary shapes, different den-
sities, and unbalanced sizes. A number of methods
consider the parameter of cluster numbers and data
distribution as the basic information. In this article,
the graph-based clustering technique is used based
on the minimum spanning tree (MST) [42]. An ad-
vantage of this method is that it employed automati-
cally specifies the number of categories with a correct
clustering. It is also useful for datasets with different
distributions.

The clustering algorithm serves to divide the ob-
tained graph from the relevant features into a number
of sub-graphs based on a separation criterion. The
separation criterion determines which of the edges in
the graph are the inconsistent edges and have to be
deleted to cluster the features properly.

The inconsistent edges in the graph are those that
should be removed to make clusters (sub-graphs) with
the correct shape. In other words, such edges are
those that connect the dataset of different categories
and are the best choice to be removed during the clus-
tering procedure. Inconsistent edges are also known
as outside edges.

This article reports clustering of relevant features

using a set F’ (relevant features) to construct a
weighted, undirected and complete graph such as
G = (V,E) in which F' = {F{,Fy,...,F}} repre-
sents the set of vertices of the graph, and E =
{(Fi7Fj)|Fi,Fj cEnije[LEA ;éj}. Each
edge, ¢ = (F/’i,F/’j), in the graph G has a length
(weight) of weight(F;, Fj) . After creating the graph
from the relevant set of features, this graph’s first
and second minimum spanning tree is created. Then
the graph is constructed based on the combination
of the first and second minimum spanning trees.
Removing inconsistent edges in this graph leads to a
proper clustering of features. Figure 2, sections a and
b, respectively, show the first and second minimum
spanning trees. The graph based on the combination
of the first and second minimum spanning tree is
shown in Figure 2, section ¢, d. In these two figures,
removal of the edges of ab and ac yields a valid
separation. Therefore, these edges are known as
inconsistent edges.

In the proposed method, two Euclidean distance
and mutual information criteria are used for edge
weights. The lesser the distance between two features
indicates the more similarity of the two features, and
they would perch in the same cluster. However, two
features have more mutual information; they will be
more similar to each other. The advantage of clus-
tering features is that there is no need to search the
space of all features. In other words, it is not necessary
to examine all the subsets of features. This leads to
reducing in search time as compared to offline meth-
ods. Given that the minimum spanning tree is used
in the clustering, smaller weights represent more sim-
ilarity. Therefore, inverse mutual information is used
for weighing the edges (lines 15-24 of Algorithm 1) in
the proposed method. Calculating the weights of the
edges based on Euclidean distance and mutual infor-
mation are shown in (4) and (5), respectively, where
nd are two features vectors with length N (assuming
that at each step the number of instances is equal to
N):

N
wezghtl(F’l, FJ) - (Eu - Fju)za (4)
u=1

ight2(F;, E) ! (5)
wei b)) = ———.
g 7B Ey)

3.4 Clustering Ensemble

One of the critical challenges in clustering algorithms
is to find a powerful solution for different cluster-
ing types of datasets. So far, there is no algorithm
that can generate the best cluster for all datasets.
On the other hand, finding an appropriate cluster-
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Figure 2. Features clustering: a) first minimum spanning
tree, b) second minimum spanning tree, c) graph based on the
combination of the first and second spanning minimum, and
d) graph cutting using the line curve [41]

ing algorithm for each dataset requires specialty and
experience [43]. In other words, finding the best simi-
larity criterion, the best clustering method, and the
best input parameters of the clustering algorithm is
impossible in most cases.

Clustering ensemble is one of the most important
solutions to improve clustering performance, which
combines multi-partition (clustering) results from
data to produce a better performance partition. In
this article, the clustering ensemble is used to improve
the clustering functionality of features. Assume that
F is a set of data, then a partition of F' is defined as
7i(F) = {C1,Cy,...,Ciz(p)|}, where C; is a cluster
of w(F) with the following conditions:

CinCy=¢, F=JCi,1<i,j < |n(F)|, i #j.

For a data set F, a set of partitions in the form
HI(F) = {m(F), ma(F), ..., mr) (F)} is defined as
mi(F) = {Ci1,Cia, .., Cijr, ()}, 1 <0 < II(F)]
Besides, a set containing clusters of all partitions
is defined as C(F) = {Ci|Cir € mi(F), Vmi(F) €

Clustering ensemble problem is defined as finding
a new final clustering

T (F) = {CT(FLC;(F)""’C|y;r*(F)|}'

By using the information obtained from II(F') such
that Vi ¢(m*(F)) > ¢(mi(F)), 1 < i < |II(F)|.

where the function ¢ is a criterion for evaluating
the quality of partitions [47].

As shown in Figure 3, the clustering ensemble is a
two-step process, which initially generates different
partitions from the dataset. In the second step, an
agreement function is used according to definition
1 to combine partitions, which results is a suitable
new partition. It should be noted that the clustering
ensemble has the following benefits as compared to
single clustering algorithms.

Robustness: Better performance in data clustering.

ISeﬂure@

Clustering 1

Consensus
Function Consensus

Clustering
Clustering m

Figure 3. The overall process of clustering ensemble

Clustering 2

Novelty: Finding clusters that cannot be achieved
by any single clustering algorithm.

Stability: Less sensitivity to noise, outlier data, and
variability of data.

In this article, the COMUSACL-DEW clustering
method is used to find suitable clusters, which is
a graph-based method working at the cluster level
(graph vertices are the clusters) [44].

If F is a set of data and C'is a set of input clusters,
then the number of graph vertices in the COMUSACL-
DEW method decreases from |F| to |C| with |C| being
smaller than |F| (compared to data-level methods in
which data are the vertices of the graph).

As a result, the number of edges in the W;)rst case
(if the graph is complete) decreases from M to
[C2-|C]

2

Besides, the COMUSACL-DEW method decides
to expand a cluster just by examining the neighbors
of one vertex. Therefore, no additional operations are
performed along, and this causes to improve runtime.
It is also resistant to noise and outlier data and is suit-
able for large datasets with different shapes. Another
advantage of this method is that it automatically de-
termines the number of final clusters [44]. Lines 31-
34 in Algorithm 1 perform clustering ensemble.

, leading to a significant reduction of time.

3.5 Feature Selection

In the proposed method, as depicted in lines 37-42, a
subset of the relevant features with minimum redun-
dancy is selected by entering the network packets flow
after creating the appropriate clusters. Given that
the features within each cluster are similar (there is
redundancy among them), it is sufficient to select
a number of features as a representative from each
cluster. Therefore, in the proposed method, instead
of searching for the entire feature space, the search is
performed within each cluster, leading to a reduction
in the runtime compared with the offline methods.

In the proposed method, a subset of features such
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as S (|S| = q < k) is selected to maximize the cor-
responding evaluation function. It should be noted
that k is the number of relevant features, and q is the
number of selected features specified by the user.

In the proposed method as depicted in line 41 of
Algorithm 1, Equation (6) is used to evaluate the
features, where the variable S represents the set of
selected features, and Fr, F, are vectors with length
N, representing the selected feature, the evaluated
feature, respectively.

_ re l I(FM Ft)
m = (Qrel) ng HE) (6)

As discussed above, the @rel() function does not
take into consideration the redundancy among the
selected features. To address this issue, a scheme is
proposed to eliminate redundancy among the selected
features based on mutual information and appended
to this function that is shown in (6), which, for a

vertex such as F}, the degree of redundancy of each
I(Fy;Fy)
H(E.) ~

) ' 1N,
feature is defined as ¢ 3 4 g

To ensure the values of @rel() function and mu-
tual information do not vary greatly, both values are

adapted to the range [0,1] [36]. in supervised feature
I(Fy;0)

H(Eo)+H(C)

ture selection Qrel() = Var(Fy).

selection @Qrel() = and in supervised fea-

An advantage of Equation (6) is used in unsuper-
vised or supervised feature selection.

As stated above, a subset of features with maxi-
mum relevance and the minimum redundancy is cho-
sen from each cluster in the proposed method. First,
a feature such as Fl is selected that has more impact
on detection categories than other features. In other
words, feature F} is chosen if the value of @rel() func-
tion is maximized. It should be noted that each se-
lected feature perches in the S set. In the second step,
feature F is chosen among the remaining features if
Equation (6) is minimized. Therefore, the feature £,
is relevant and has a little redundancy with feature
Fy. This process is repeated for each cluster until ¢
feature is selected.

4 Experimental Results

The proposed method is implemented in the MAT-
LAB environment of the 2012 version using a com-
puter with operating system specifications Microsoft
Windows 7 Ultimate 64-bit, 4 GB RAM, and Intel (R)
Core (TM) i5- 2430M 2.40GHz processor. To evaluate
the proposed method, we run it on the Moore [44, 45]
and KDD Cup 99 [20, 45, 46] datasets and datasets
from the UCI Machine Learning Repository. The re-
sults are compared with the reported results in some

existing online and offline feature selection methods.
These datasets have been used to evaluate the perfor-
mance of various algorithms in other related papers
as well.

In this section, based on the results, it is shown
that the proposed method is faster than the two most
popular online feature selection methods, RFOFS and
OFS, and also it has better performance. In other
words, the proposed method increases the accuracy
of instances classification by choosing the appropri-
ate features. Besides, the proposed method is faster
with suitable accuracy, in instance classification, in
comparison with some offline methods.

Afterward, used datasets, evaluation criteria, and
the experimental results will be fully described.

4.1 TUsed Datasets

To Evaluate the proposed method, the following
datasets are used in the simulation.

e The Moore dataset

The Moore dataset includes a variety of network
traffics and attacks. Andrew Moore collected this
dataset in 10 files of 5 to 17 megabytes in 2005. These
collections include streams of traffic categories such
as WWW, FTP, Mail, Database, Multimedia, Inter-
active, Attack, P2P, Games, and Services. In this
dataset, each instance is described by 248 features.

The KDD Cup 99 dataset is one of the most com-
mon datasets to evaluate intrusion detection systems.
This dataset was collected from the MIT lab in 1999
within a few weeks of network traffic. This dataset
contains standard instances, including a set of sim-
ulated attacks and infiltrations in a network. Each
instance in this data set describes a connection in the
form of 41 features, which has 38 numerical features
and three non-numeric features.

The KDD Cup 99 dataset contains 24 types of
attacks, divided into four main categories, including
DoS, R2L, U2R, and probe attacks [17, 42, 44].

Table 1 shows general information about the data
set used in the experiment.

Table 1. The data set used in experiments

123

Name of data set Number of instances Number of features Number of class

Moore 24863 248 10
Kdd cup 99 63966 41 5
Spambase 4601 57 2
Svmguide 1284 23 2
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4.2 Evaluation Criteria

As mentioned in the first section, after selecting fea-
tures, the feature selection method’s performance
should be evaluated. For this purpose, classifier per-
formance can be assessed using a new dataset (data
set with selected features). There are different cri-
teria to assess classifier performance, which we will
continue to explain.

For simplicity, at first, evaluation criteria related
to issues with two categories, including positive and
negative, are introduced. For this purpose, the sym-
bols used in the evaluation criteria for two category
issues are briefly described.

True Negative (TN) stands for the number of in-
stances whose real category is negative, and also, the
classification algorithm detected them negative cor-
rectly.

True Positive (TP) stands for the number of in-
stances whose real category is positive, and also the
classification algorithm has recognized them posi-
tively correctly.

False Positive (FP) stands for the number of in-
stances whose real category is negative, and the clas-
sification algorithm has recognized them positively
improperly.

False Negative (FN) stands for the number of in-
stances whose real category is positive, and the clas-
sification algorithm has recognized them negatively
improperly.

In this article, we have used Recall criteria (detec-
tion rate) and FPR (false positive rate) to evaluate
the classifier’s performance, which is obtained from
Relations (7) and (8), respectively.

TP
Recall = m (7)
FP
FPR= —
R FP+TN (8)

4.3 Experiment Results

In this section, the results of experiments performed
on different datasets, based on evaluation criteria,
are presented. Initially, the proposed method is com-
pared with the two most popular online methods,
including RFOFS and OFS. In these comparisons,
the two Spambase and Svmguide from UCI datasets
have been used. The Moore and KDD cup 99 data
sets are not suitable for OFS and RFOFS methods
because they have more than two categories, while
OFS and RFOFS are only suitable for datasets with
two categories. Afterward, the proposed method’s
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performance is evaluated using the two Euclidean
distance and mutual information criteria. Later, for
the proposed method, the results of the experiments
performed on the Moore and KDD cup 99 datasets
are shown. At the end of this section, the proposed
method is compared with the two most popular of-
fline feature selection methods, including mRMR
and FCFS methods. Three datasets, i.e., Spambase,
Moore, and KDD cup 99 datasets, have been used
to this end. In all experiments, we have used a deci-
sion tree, and the learning and testing of the classifier
have been done based on Weka software.

In all experiments, it was assumed that 10% of the
total instances were selected at each step.

4.3.1 Comparison of the Proposed Method
with Online Methods

To evaluate the proposed method, we compare it with
the two most popular online methods called OFS and
RFOFS. In all experiments, after removing unrelated
features, 30% of the relevant features were selected. It
is necessary to mention that in the proposed method,
the number of selected features is specified by the
user. After selecting features using the proposed meth-
ods, OFS, and RFOFS, the decision tree classifier’s
accuracy on a new dataset based on selected features
are calculated. In this way, two-thirds of the new
dataset instance is selected as a training instance,
and one-third of them are randomly selected as a test
instance. After learning of classifier using training in-
stances, the classifier is tested on the test instances.
The classifier functionality is also evaluated using all
the features and instances and to comparable it with
the proposed method at various stages; it is shown
as a smooth line. It should be noted that in the ac-
complished experiments in this section, the Euclidean
distance criterion is used to cluster the features.

In Figure 4 and Figure 5, the average false positive
rate is compared for the proposed methods, OFS and
RFOFS, and all the features are presented. These
comparisons are performed on the Spambase and
Svmguide datasets. As depicted in these figures, the
false positive rate decreases when the number of in-
put instances increases in the proposed method. In
other words, those features are selected that reduce
the classifier error in the category detection of the
instances. The value of the proposed method’s false
positive rate with the number of different instances
is lower than the two other online methods. It should
be noted that the false-positive rate for the two OFS
and RFOFS online methods is higher than the state
when all the features are considered. This is while,
after entering a number of instances, the value of this
criterion for the proposed method is lower than all
features. As a result, using the proposed method, we
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Figure 4. Comparison of the proposed method with online
feature selection methods on the Spambase dataset with all
the features based on FPR evaluation criteria
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Figure 5. Comparison of the proposed method with online
feature selection methods on Svmguide dataset with all features
based on FPR evaluation criteria

can select those features that reduce the classification
error rather than all features.

It is also clear that the speed of classifying instances
is enhanced by feature selection because unrelated
and additional features are eliminated.

The proposed method is evaluated in addition to
the false positive rate using the rate of detection. As
shown in Figure 6 and Figure 7, with increasing the
number of input instances, the categories’ average
detection rate increases. In other words, the classifier
determines the class of the instances with higher
accuracy. It also has better performance than other
online methods and all the features.

4.3.2 Performance evaluation of the
proposed method based on Euclidean
distance and mutual information

criteria

In the proposed method, the similarity of features is
calculated based on Euclidean distance and mutual
information criteria. To compare these two criteria
in Figure 8 and Figure 9, the detection rate is shown
based on both criteria. As can be seen, the proposed
method’s detection rate is higher by using mutual in-
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2000 3000
number of instances

4000 5000
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Figure 6. Comparison of the proposed method with online
feature selection methods on the Spambase dataset with all
features based on recall evaluation criteria
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Figure 7. Comparison of the proposed method with online
feature selection methods on the svmguide dataset with all
features based on recall evaluation criteria

formation than the Euclidean distance. Because the
Euclidean distance determines the amount of simi-
larity (correlation) in the geometric space, while the
mutual information criterion is a nonlinear correla-
tion criterion based on information theory, which well
determines the amount of correlation of the features.
As a result, when the mutual information criterion
to compute the graph’s edges’ weight, a better clus-
tering of the features is performed, more appropriate
features are selected.

In Table 2, the proposed method is compared with
the methods of the OFS and RFOFS in terms of time.
In all data sets, the average time of the feature selec-
tion is calculated by entering each instance in seconds.
The Moore and Kdd cup 99 data sets are not suitable
for OFS and RFOFS methods because these data
sets have more than two categories, while OFS and
RFOFS are only suitable for datasets with two cat-
egories. The proposed method using both standard
Euclidean distance and mutual information online
has a better running time compared to other meth-
ods. It should be noted that the proposed method
using the Euclidean distance criterion has less time to
implement than mutual information criterion because
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Figure 9. Comparison performance of the proposed method
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on the svmguide dataset

it requires less computation.

Table 2. Average feature selection time for each instance (in
seconds)

Dataset name The proposed method The proposed method OFS RFOFS
with Euclidean distance with mutual informa-

criterion tion criterion

Moore 0.028 0.17
Kdd cup 99 0.002 0.005 — —
Spambase  0.002 0.011 0.006 0.01
Svmguide 0.001 0.004 0.007 0.005

4.3.3 Performance Evaluating of the
Proposed Method in Detecting
Attacks

In Figure 10 and Figure 11, the results of the ex-
periments are shown on the KDD Cup 99 dataset.
In these experiments, the accuracy of the classifier
is computed using the selected features by the pro-
posed method and also by using all the features. As
shown in Figure 10, by increasing the number of in-
stances, the categories’ average detection rate also
increases. In addition, in the later stages, the preci-
sion of the classifier is higher than the case when all
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the features are considered employing the proposed
method. Because the proposed method at each stage
gets more experience to find the proper features, in
other words, in the early stages, when the number
of input instances is low, the proposed method can-
not create appropriate clusters of features; thus, it
is not able to find the proper subset of the features.
Improving classifier performance using the proposed
method instead of using all features show that many
features of the KDD cup 99 dataset are additional
and irrelevant. As previously stated, the OFS and
RFOFS feature selection methods are only suitable
for a dataset with two categories.

Given that the KDD cup 99 dataset has five cate-
gories; therefore, these methods cannot be used for
this type of dataset. In Figure 9, the proposed method
performance for the KDD cup 99 dataset is evalu-
ated using the mean false positive rate. The results
in this figure show that by increasing the number of
instances, the percentage of instances that they de-
termine the wrong category is zero. Also, by increas-
ing the number of instances, the proposed method
chooses the appropriate features. Therefore, the clas-
sifier function improves with the use of these features
rather than considering all the features.

As shown in Figure 12 and Figure 13, the proposed
method’s performance in the Moore dataset improves
with an increasing number of instances. Also, after
entering a percentage of the instances, the proposed
method, with experience (finding the appropriate
clusters), chooses the relevant features, so that the
classifier function is better than when all the features
are taken into consideration.

The proposed method is efficient for datasets with
more than two classes, such as KDD cup 99, while
other online methods [39, 40] provided for intrusion
detection systems can only use effectively for datasets
with two classes of attack and normal.

Table 3 and Table 4 show the performance of the
proposed method for the four attack and normal
classes in dataset KDD cup 99, for the first 10% of
the instances and the last 10% of the instances, re-
spectively. Comparing the results in these two tables
shows that with increasing instances and gaining ex-
perience, the false positive rate for all categories de-
creases. Increasing the values of recall, precision, and
F-measure for all categories is proof of the efficiency
of the proposed method.

4.3.4 Comparison of the Proposed Method
with Offline Methods

To show the proposed method’s computational effi-
ciency, we compared it with two of the important
methods of offline feature selection. Experiments were
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Figure 10. Comparison of the proposed method with all
features on the KDD cup 99 dataset using the FPR evaluation
criterion
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Figure 11. Comparison of the proposed method with all the
features on the KDD cup 99 dataset using the recall evaluation
criterion
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Figure 13. Comparison of the proposed method with all the
features based on the Moore dataset using the recall evaluation
criterion

Table 3. : Efficiency of the proposed method after entering
the first 10% of the data in KDD cup 99.

Class name F-Measure Recall Precision FPR

0.99

o*

Norma 0.982 0.983 0.98 0.03
R2L 0.924 0.929 0.921 0.01
Probe 0.881 0.833 0.852 0.001
Dos 0.972 0.969 0.976 0.001
U2R 0.899 0.905 0.896 0.002

Table 4. Efficiency of the proposed method after entering the
last 10% of the data in KDD cup 99.

Class name F-Measure Recall Precision FPR

Normal 0.998 0.998 0.997 0.0002
R2L 0.993 0.993 0.993 0.0001
Probe 0.994 0.994 0.995 0
Dos 0.998 0.998 0.998 0
U2R 0.991 0.992 0.992 0.00002
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Figure 12. Comparison of the proposed method with all the
features based on the Moore dataset using the recall evaluation
criterion

performed on KDD cup 99 and Moore datasets. By
comparing the average detection rate of offline meth-
ods (mRMR and FCFS) with online methods pre-
sented in Table 3, it can be concluded that although
all of the features and instances are available in offline
methods but the proposed method is more efficient.
Besides, as shown in Figure 14 and Figure 15, we ob-
serve that the proposed algorithm is faster than the
offline feature selection algorithms, especially when
the number of features to be selected is large because
in the proposed method, initially irrelevant features

are removed; so, the runtime for constructing the
graph is not high in the clustering of features and
composition of the clusters. Also, regarding the fea-
tures selection, searching is performed within each
cluster, and there is no need for searching the entire
feature space and check all the subsets of the features.

As shown in Figure 16 and Figure 17, if the deci-
sion tree on the entire feature space (without feature
selection) will be faster than the decision tree on re-
duced feature space (with proposed feature selection),
especially when the number of features to be selected
is large.

5 Conclusion

In this article, to increase the accuracy in detecting
attacks, a new graph-based method was proposed
for online feature selection. The primary approach
in the proposed method was that irrelevant features
were firstly removed by entering a limited number
of instances. The proposed method was compared
with the OFS and RFOFS online feature selection
methods and the offline methods of mRMR and FCFS.
Our proposed method has better performance than
all of them. Besides, the proposed method is not
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Figure 14. Evaluation of time efficiency: proposed method
versus Offline feature selection (mMRMR and FCFS) on the
Moore dataset.
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Figure 15. Evaluation of time efficiency: proposed method
versus Offline feature selection (mRMR and FCFS) on the kdd
cup 99 dataset
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Figure 16. Time is taken to build classifier trees j48 after
feature selection(with the proposed algorithm) versus without
feature selection(all features) on the KDD cup 99 dataset

limited to only two-class classification, as the other
methods mentioned. In this regard, the proposed
method was evaluated using Moore and KDD Cup
99 datasets. The experiments’ results showed that
the proposed method has a better performance than
when all features were considered. Also, by selecting
the appropriate features, attacks are detected with
high accuracy.
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Figure 17. Time is taken to build classifier trees j48 after
feature selection (with the proposed algorithm) versus without
feature selection (all features) on the Moore dataset
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