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A B S T R A C T

Until recently, computer security was an obscure discipline that seemed to

have little relevance to everyday life. With the rapid growth of the Internet,

e-commerce, and the widespread use of computers, computer security touches

almost all aspects of daily life and all parts of society. Even those who do not

use computers have information about them stored on computers. This paper

reviews some aspects of the past and current state of computer security, and

speculates about what the future of the field will being.

c© 2011 ISC. All rights reserved.

1 Introduction

For many years, computer security was an orphan
of computer science. It did not fit readily into any
single discipline, because it cut across the realms of
theory, systems development, software engineering,
programming languages, networking, and other dis-
ciplines. Further, it was considered a strictly applied
matter, with little theory that was useful in practice.

Perhaps this attitude originated from the nature
of “computer security” before computer use became
widespread. Securing computers involved controlling
physical access to the systems, because users were
generally trusted. As networks began to connect sys-
tems, the user community was still trusted, so network
protocols were designed to provide robustness by han-
dling failures and to provide only very basic security
services. But the rapid growth of networking, com-
bined with the increasing availability of computers,
changed this environment. Now, people from different
institutions, with different criteria for access, had the
ability to connect to systems throughout the network.
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Indeed, the first RFC addressing security was RFC
602, which recommended taking precautions against
unauthorized remote access (by choosing passwords
that are difficult to guess and not posting remote
access telephone numbers), and noting that there was
a “lingering affection for the challenge of breaking
someone’s system . . . despite the fact that everyone
knows that it’s easy to break systems” [1]. As the
number of systems connected to the networks grew,
the number of institutions housing those computers
grew, and the number of interconnected networks
grew, so did the security problems.

In the mid-1980s, the consequences of neglecting se-
curity became clear. Computer viruses, first described
by Fred Cohen [2], proliferated. The Internet worm
of 1988 [3] disrupted the Internet by overloading sys-
tems within hours, and very quickly re-infecting those
from which it was purged. Studies showed that it had
spread rapidly through the network, infecting several
thousand systems. 1 Other worms, such as the Decnet
worm in 1988, attacked specific networks (in this case,
the NASA SPAN network).

1 The actual number of systems infected is not known. A good

statistical estimate is approximately 2600 systems [4].
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The number of users and systems connected to the
networks grew dramatically as connecting networks
became simpler, and the development of web browsers
and servers dramatically accelerated this process. The
resulting interconnected global networks became the
Internet, and average people—untrained in any realm
of computer science or computer use—began to use it
for everyday chores such as paying bills and banking.
Similarly, organizations began to place more and more
material online. This enabled people to correlate in-
formation to draw (sometimes incorrect) conclusions.
As an example, employers often do web searches on
prospective employees, and in some cases have de-
clined to hire them based on the information they find
[5, 6].

Thus, security problems arising from the correla-
tion of information grew as the interconnectivity and
user population of the Internet grew. Perhaps a more
pernicious threat arose from the lack of security of
the systems connected to the Internet, and indeed the
security weaknesses within the Internet infrastructure
and protocols themselves. Botnets exploit the inabil-
ity of governments, commercial and non-commercial
organizations, and home users to secure their systems.
Computer worms, viruses, and other forms of mal-
ware attack systems through vulnerabilities in their
software and configuration. Phishing, spearphishing,
and other forms of social engineering trick people into
bypassing controls, or to taking actions that open
their systems for attack. Thus, in general, neither the
Internet nor individual systems are secure.

This state of affairs has several consequences, among
them the following:

• People use the Internet as a resource, but have no
way to determine the accuracy of the information.
For example, Wikipedia is an online encyclopedia
written by contributors. The consequence of this
is best demonstrated by the “Seigenthaler inci-
dent,” in which someone posted a blatantly false
(and libelous) biography of the well-respected
newsman John Seigenthaler [7].

• When people provide services with sensitive data,
that data is usually stored on systems connected
to the Internet. If those systems are compromised,
the sensitive data can enable the attacker to ac-
cess the original provider’s account, possibly ac-
counts on other servers, and even impersonate
the original provider of the data, enabling iden-
tity theft.

• It is unnecessary to compromise the service
provider’s systems to obtain the data mentioned
earlier. Compromising the user’s system and in-
stalling malware such as key loggers and memory
monitors enables the attacker to obtain the data

before it ever leaves the victim’s system.
• Worse, the Internet infrastructure itself can be

compromised. In 1997, an organization used a
DNS cache poisoning attack to route traffic to
certain top-level domains through an alternate
domain name registry [8]. The Border Gateway
Protocol, the Internet’s inter-domain routing pro-
tocol, has many known security problems, but
effective solutions are as yet to be deployed [9].

• When different institutions, with different secu-
rity policies, share data over the Internet, the
policies that one organization uses to protect its
data may not apply when the data is resident on
the other organization’s systems. For example,
“hate speech,” which is protected in the United
States, is illegal in France. If an international cor-
poration stores data in the United States that
constitutes “hate speech” in France, can a French
court order that the data be removed from the
United States servers? [10]

• Desktop and home computers come with security
settings that seem appropriate to the vendor. Fur-
ther, patches distributed from the vendor may
change security settings without the user’s con-
sent. This can cause unexpected security prob-
lems. For example, Microsoft’s Service Pack 2
for Windows XP “locked down” Windows XP
systems by activating the host-based firewall to
block various network ports. Many of these ports
are used by popular games. The effect was to
make these games unplayable [11].

The practice and theory of security will need to evolve
as technology evolves. Indeed, the requirements that
define security change over time. Privacy, for example,
is a relatively new concept in history, and its definition
varies from place to place and over generations. Those
who grow up in a world where people tweet their
thoughts and feelings have a very different view of
privacy than those who grew up before the World
Wide Web. This paper examines how these changes
may be reflected in the practice and study of security.

The next section examines changes to computer
systems in the recent past, and suggests what may
happen in the near future. We then look at the Inter-
net, and computing, infrastructure to the same end.
Finally, we conclude with some thoughts about soci-
etal changes that may occur, or that are occurring,
and suggest how those will affect our view of, and
practice of, security.

2 Changes in Systems

In the past few years, numerous constraints and events
have affected computer systems. How they are used,
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and in what environments, dictates what security con-
siderations affect their design, implementation, con-
figuration, and use. This section explores several ar-
eas: standards; compliance with standards and other
requirements; the increasing connections among sys-
tems and the convergence of different media and types
of systems such as cellular telephoned, personal digi-
tal assistants, laptops, and other equipment; and the
aggregation of data, which has been exacerbated by
the great increase in connectivity—which promises
to increase even more in the future. We also look at
what these changes imply for the average user who is
not knowledgeable about computers. We begin with
standards.

2.1 Standards and Compliance

Standards describe requirements that a system is to be
compared to. Thus, standards describe some aspects
of the system: their required functionality, the level of
assurance required, details of the implementation, or
some other aspect that affects the development or use
of the system. The nature of standards in computer
security has evolved greatly. In particular, standards
have become more specialized, applying to different
types of systems (such as firewalls, general-purpose
systems, and cryptographic software and specialized
hardware) and different environments (such as busi-
ness, education, military, and civilian government).

One of the earliest, and certainly most influential,
standards was the U.S. Department of Defense Trusted
Computer System Evaluation Criteria [12] (known
as the TCSEC or, more colloquially, the “Orange
Book” 2 ). This standard defined 7 levels of systems,
ranging from A1 (formally verified design, rigorous im-
plementation) to D (for systems that did not meet the
criteria of any other levels). The classes combined spe-
cific functional requirements with evidence of assur-
ance, with both the nature and number of functional
requirements and the strength of the assurance evi-
dence growing throughout the categories. The process
of certification took considerable time, because the
analysts examined design documentation and source
code as well as the system itself, and the system was
certified as a whole. Thus, any change to any part of
the system required the system to be recertified. The
Ratings Maintenance Program (RAMP) later allowed
the vendor to gather much of the assurance evidence
for new versions of a certified system under certain
specific conditions, rather than having to undergo the
full certification process.

The TCSEC influenced future standards in the field.
In 1991, the European Union adopted a similar set of

2 The cover of the TCSEC was orange.

standards, called the Information Technology Secu-
rity Evaluation Criteria (ITSEC) [13], which differed
from the TCSEC in several ways. The ITSEC levels
included assessing the security measures protecting
the development environment; the TCSEC had no
such requirement. Further, the ITSEC required the
system documentation to be analyzed to determine
how the system could be misused; the TCSEC did not
require this. Certified, licensed evaluation facilities
evaluated systems under the ITSEC for a fee, whereas
for the TCSEC, the U.S. government performed the
evaluation without fee to the vendor. Perhaps most
interesting was that vendor stated the functional re-
quirements of the system, whereas the TCSEC stated
the requirements that the vendor had to met. Thus,
the ITSEC provided 7 levels of assurance (from not
meeting other levels to formal methods and a partial
mapping of executable code to source code) for what-
ever functional requirements the vendor supplied.

This separation of functionality from assurance was
a key step to the next set of standards, called the
Common Criteria (CC) [14–16]. The CC adopted the
idea of separating functional requirements from assur-
ance requirements. Protection profiles (PP) embodied
functional requirements for specific purposes, so for
example different protection profiles exist for client
VPN applications, cryptographic modules, operating
systems, and so forth. The PPs are composed of secu-
rity functional requirements; the CC defines 11 classes
of these. Orthogonal to the PPs are the Evaluated As-
surance Levels (EALs), of which there are seven. Each
is also composed of specific assurance requirements,
selected from 10 classes. The lowest level, EAL1, ap-
plies to systems for which no serious security threats
exist, but which require some (minimal) assurance of
correct operation. The highest, EAL7, applies when
the target of the evaluation is to be used in very high-
risk environments, and requires substantial security
engineering. Like the ITSEC, the CC is international,
with each member country controlling the evaluation
process; for example, in the United States, the Na-
tional Institute for Science and Technology accredits
commercial laboratories to perform the evaluation.
Interestingly, a nation is under no obligation to recog-
nize another’s evaluations. In practice, many countries
do have such agreements in place.

Another type of standard focuses on systems de-
signed for a specific task. Two good examples of this
are the FIPS 140-2 standard used by the United States
and Canada, and the Voluntary Voting System Guide-
lines developed by the U.S. Election Assistance Com-
mission.

FIPS 140-2 [17] describes requirements for cryp-
tographic modules. The lowest level simply requires
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the use of a FIPS-approved algorithm; it is intended
for general-purpose computers. The highest level re-
quires the use of a protected cryptographic module
that is tamperproof and immune to compromise by
environmental changes, such as fluctuations in voltage.
Certification laboratories in both the United States
and Canada do the evaluations. It is a well-regarded
standard, with an effective validation process.

Voting systems in the United States depend heav-
ily on computers, and the Voluntary Voting System
Guidelines (VVSG) [18], promulgated by the U.S. Elec-
tion Assistance Commission, provide requirements
that such systems should meet. They are “voluntary”
because states (which run elections in the United
States) may use systems not certified to meet those
requirements. In practice, those states that do not re-
quire certification to the VVSG have their own (often
much stronger) standards. The standards have been
criticized as not being based on clearly articulated
threat and process models, and as a result many of
the requirements appear arbitrary [20]. Further, sys-
tems certified under these standards have been com-
promised in several studies [21–26]. New standards
are currently in draft form.

Efforts to require systems to meet specific security
and assurance standards have had mixed success. Re-
quiring the use of such systems for specific tasks (such
as voting) does work, but raises questions about the
effectiveness of such certification. In some cases, the
effectiveness is apparent. In others, the lack of effec-
tiveness is equally apparent. Clear standards, with a
firm basis in the problem being solved, the threats
which the system and environment face, and that pro-
vide realistic remediation, are key.

Standards will continue to be developed and refined,
as the environments in which computers, and the
technology itself, changes. Extrapolating from the
past, the groups providing the certification will include
commercial firms certified by the management body
associated with the standard. Efforts to standardize
the testing certifiers will grow in importance, as will
the quality and methodology of the testing.

The key to these standards will be realism and
applicability to the area or system for which they are
developed.

A key element in any testing is compliance: how do
the testing labs show that they implement the testing
methodology correctly whenever a test is performed?
Do they use a checklist, or some other method? This
raises the general issue of compliance.

Compliance is a demonstration that a system, proce-
dures, or environment meet a stated set of conditions.
An example of a compliance tool is a checklist identi-

fying specific properties that a computer system must
enforce (such as “no passwords of less than 8 charac-
ters”), and evidence of compliance would entail going
through the checklist to be sure the properties hold.

Two techniques are used to demonstrate compli-
ance: paperwork and examination. Some institutions
and rules require the use of both methods to validate
compliance with policies, procedures, rules, regula-
tions, or laws.

When auditors examine a system, site, or artifact
(“system” for convenience) to determine whether it
complies with standards or regulations, perhaps the
most common approach is to use a checklist that enu-
merates what the system’s characteristics are to be.
Does the system require a passphrase with entropy
above a certain value? When an external client tries
to connect using a high-numbered port, is it blocked?
Are keys to the room with the supercomputer num-
bered and accounted for? Users and system adminis-
trators are interviewed, and procurement paperwork
and written policies and procedures checked, to en-
sure the items on the checklist are satisfied. Note that
the interviewer might not check the answers for accu-
racy, accepting instead that the interviewees all gave
accurate answers.

Examination is a second approach rapidly gaining in
popularity. It requires the auditors to study documents
and requirements, as in the first technique, but then
to go further and ensure that the material in those
documents is accurate, and that the system does in fact
meet the stated requirements. This type of testing may
involve requirements tracing through the design to the
implementation of the system, executing commands
on the system, looking at configuration files, and
observing the actual execution of procedures. It allows
the auditors direct contact with the system rather
than contact filtered through those who implement,
maintain, and use the system.

Penetration testing is one of the methods used to
examine the system [27–29]. It can be expensive, as
expertise is relatively rare, but it is also very effective
and can uncover problems that other methods do
not find. In this form of testing, the auditors assume
the role of attackers, and attempt to compromise the
system. The tests are conducted in such a way that
they do not interfere with production use of the system.
A specific system may be designated as the one the
attackers are to use, and this system is then treated
as a production system. 3 This enables the auditors
to test the system in the environment in which it is

3 The staff may not be told that a test is under way, so they
will not be more careful than usual to follow procedures for

the system.
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used, and evaluate the system and the operational
policies and procedures as practiced. An alternative
is audit the system alone; this is common when the
production system cannot be analyzed while in use (for
example, electronic voting systems cannot be attacked
when being used for an election, as that could corrupt
the results of the election). In this case, the analysts
typically state under what conditions the system will
fail to comply with the regulations and standards, and
then determine whether those conditions are met in
practice.

A simple way to ensure compliance seems to be to
mandate a particular configuration and set of proce-
dures that have been approved as meeting the relevant
standards, rules, and regulations. In environments
where the local system administrators can change the
system configuration, compliance checking is still nec-
essary. However, starting from a configuration known
to comply with rules and regulations allows a quick
compliance check: just compare the systems and elim-
inate the local data. Another approach is to deny the
local system administrators the power to change those
parts of the system relevant to compliance by assign-
ing roles and privileges appropriately.

In the future, compliance testing and measurement
will shift from paper-based evaluation to examination.
For mission-critical systems, penetration testing will
be a key component of the compliance evaluation. This
is already occurring, for example, in many states in
the United States for electronic voting systems, which
are ley to accurate and valid elections [21, 23, 26, 30],
and in other organizations. This is a recognition that
attackers may find ways to compromise systems not
covered by the checklists.

Organizations are also creating standardized distri-
butions so that configuration and updating is under
central administrative control. This ensures that local
system administrators cannot accidentally misconfig-
ure systems, causing problems. It also ensures that
the central administrators can deal with problems
quickly, and provide expertise to help local sites with
any problems that do arise. Also, the central admin-
istrative control can test patches from the vendor or
new software to determine whether those would inter-
fere with the organization’s mission. This is critical for
organizations like financial firms, where unexpected
down time can cost millions of dollars, and military
or emergency response units, where quick response is
vital to the success of the organization.

In the future, vendors may assume much of the bur-
den of standardizing configurations. An organization
may either supply the configuration, or ask the vendor
to create one. Indeed, something similar will undoubt-
edly happen for home and small business computers.

Currently, some vendors distribute patches to their
systems automatically. Others require users (admin-
istrators) to request the patch be downloaded and
installed. As computers for home and small business
environments evolve (see Section 2.5 for one possible
evolution), vendors will create policies that these sys-
tems implement. Then they can test their patches be-
fore distribution to determine the effects of installing
the patch, and ensure the results are consistent with
the desired standards. This will avoid problem like the
Windows XP Service Pack 2 issues described above.

Standards, and compliance with those standards,
are necessary to connect different systems to the same
network. For the Internet, of course, this standard is
the TCP/IP suite. We now turn to connectivity to
examine the state of the art, and how it may evolve.

2.2 Connectivity and Convergence

A basic rule of computer security is that those who
cannot access your resources cannot compromise them.
In the early days of computing, the security perimeter
was small: the users and administrators, and possibly
people who knew a telephone number that they could
call to connect to the computer. 4 As connectivity
increased, so did the number of people with access to
the system. Note here that “access” does not mean
“authorized user.” Those who can simply connect to
the system can reach the security perimeter. They
can then try to break through the protections at that
perimeter.

Further, the very definition of “security perimeter”
changed as technology evolved. The introduction of
virtual private networks (VPNs) extended the secu-
rity perimeter beyond that part of the site under the
physical control of the administration. Now, employ-
ees could take their portable computing devices (such
as laptops) to geographically distant places, connect
to their home site using a VPN, and thus the laptop
moves behind the security perimeter. This means that
a device (the laptop) can sometimes be inside the
perimeter, and sometimes outside. When it is outside,
the administration does not control the protections
for the device, and those that are active may be incon-
sistent [31]. For example, the site may enforce with
filters a policy forbidding users to browse web sites
known to infect systems with malware. But if the lap-
top user does so when the laptop is not connected to
the site, the filters will not be applied and the laptop
may become infected. When the user then connects to
the site with the VPN, an infected system is now be-
hind the perimeter and the malware may compromise

4 As the number of people who knew the phone numbers grew,

so did the perimeter; see [1] for an early warning about this.
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the site.

This illustrates a security problem growing in mag-
nitude as connectivity increases. The security policy
implemented on the laptop conflicts with the security
policy of the site to which it connects via the VPN.
In this case, the laptop’s policy—more precisely, the
policy resulting from the configuration of the laptop—
allows connections that the site policy forbids. Han-
dling this requires detecting non-compliant systems
within the perimeter, which many sites can do. Far
more complex is when differing sites with differing
security policies interoperate.

Consider a military organization, whose policies
emphasize confidentiality. There, soldiers who post
information about their location (even if only indi-
rectly) reveal information that could endanger their
fellow soldiers, themselves, and their mission. Social
networking organizations like Facebook and Twitter
exist to disseminate information. The two have con-
flicting policies. Thus, either or both must change
their policy, or take into account the effects of the
others’ policy. Failing to do so, or having soldiers who
ignore the policy conflicts, can interfere with military
actions [32]. In practice, many military organizations
will allow access but restrict the information that its
members can post. For example, the U.S. military al-
lows access to social networks, but gives commanders
the option of blocking them if necessary to protect a
mission [33].

Conflicts can arise in more subtle ways, especially
when public access is an ancillary part of the policy,
rather than the primary purpose. The U.S. courts
allow a company to request a filing be sealed when
it contains a trade secret; if the judge agrees, the
document is not available to the public. 5 Unless such
a request is made, the filing is available to the public.
But the purpose of the courts is litigation; making
filings available to the public is an ancillary effect of
how U.S. law operates. In 2001, the DVD Copyright
Control Association filed suit to block publication
of a program that would decipher the contents of a
DVD, enabling anyone to copy and play the movie. To
demonstrate the code in question would work, they
filed their implementation of the algorithm. One day
later, they realized they had not asked the court to seal
the filing, and did so—after the court had posted the
declaration to its web site, and the document copied
to several other Internet web sites, including one from
which the document had been downloaded over 21,000
times! [34]

The DVD escapade demonstrates another aspect
of increasing connectivity, namely the widespread

5 It is of course available to others involved in the litigation.

dissemination of data. In the past, data was essentially
localized, and would be disseminated through letters,
publications, and (if important enough) through news
media. Now, a simple posting to a web page makes
the data available to anyone in the world with a web
browser. In some cases, this is advantageous to the
posters, as when repressive regimes take actions that
the posters wish to publicize. In other cases, it is
disadvantageous, particularly when the information
is embarrassing, incorrect, or libelous.

This suggests three trends for the future.

The first is an increasing interest in the composi-
tion of security policies. This problem, first studied in
detail by McCullough [35], presents deep theoretical
questions involving restrictiveness [36]. But the bulk
of the effort will be in the practice of policy compo-
sition, and examine the use of procedural as well as
technological controls.

This leads to the question of the actual policy as op-
posed to the implemented policy. That the two differ
is widely known; the question is how to determine the
implemented policy, and then express it in a way that
is useful for compositional analysis. One method ana-
lyzes configurations; current methods focus on firewall
rule sets [37, 38]. A second method analyzes log files
to see what queries (or processes) are executed [39].
Future work on policy discovery, which will extend
beyond firewalls to include systems and sites, must
consider not just the actual configurations of the com-
puters and infrastructure systems, but also the actual
procedures (as opposed to the ones written down).

The second trend draws upon the interconnection
of societal infrastructure with the Internet. As power,
water, and other distribution network controllers con-
nect with the Internet, the vulnerabilities of those
controllers expose to remote attack the distribution
mechanisms for basic needs [40]. But the ability to
administer these distribution grids remotely is also
critical, so balancing the two is emerging as a cen-
tral theme. The controllers and protocols need to be
made more secure, but in such a way that upgrad-
ing or replacing existing controllers does not disrupt
the distribution. Both the question of what “security”
means in this context, and how to make the changes
with minimal disruption, raise issues of security and
security management.

The third is the increased flow of information al-
luded to earlier. Insiders, or people trusted with access
to information critical to the operation of an orga-
nization, can use the increased connectivity to send
information to competitors [31, 41]. This could harm
the organization financially, through loss of revenue. It
could also embarrass the organization or its members,
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or hinder the work of the organization. The greater the
connectivity, the more exposure this information has,
and the more people it reaches. Determining where
information flows, who has had access to it, and in
some cases how it left the organization, is an area of
both theoretical and applied research that will grow
in importance.

The increase in connectivity makes convergence, or
the provision of multiple services over the same net-
work, attractive because the infrastructure needed for
all those services is the same. Currently, many cell
phone manufacturers enable their phones to use either
the cellular telephone network or a TCP/IP-based
network. Then when the cell phone moves into an area
lacking cellular coverage but having wireless coverage,
the cell phone shifts into “voice over IP” (VoIP) mode
and uses the wireless network instead of the cellular
network. Similarly, mechanisms like Google Voice en-
able someone to provide a single telephone number
to everyone, and arrange that calls to that number
be forwarded to whatever device (office phone, home
phone, cell phone, or computer) is closest without the
caller being told.

As data flows are switched to various devices and
networks, the originator and sender of the data has no
idea over which networks, or through which devices,
the data flows. The sender cannot rely on anything
along the path; thus, link protection mechanisms are
useless here. End-to-end security mechanisms seem
appropriate, provided the receiving system is trusted.
But with true convergence, the sender may not know
the relevant properties of the final (receiving) system—
not even whether the (human) recipient can trust
the end system! Thus, something beyond end-to-end
mechanisms are needed to ensure a rogue receiving
system cannot interfere with the presentation of the
message. Whether such a mechanism can exist is an
open question.

Many of the other security issues are similar to those
that increased connectivity raises. Convergence moves
data and instructions over devices and networks that
are available to people who may not have access to
the original communications medium, and therefore
changes the risk assessment. The use of other com-
munications media means that the data may pass
through organizations with security policies incom-
patible with the original media. For example, in some
places, the rules for monitoring wireless communica-
tions are different than those for monitoring wired
communications, because monitoring wired communi-
cations requires a physical tap into the wire (which
may require the wiretappers to enter a house or build-
ing), whereas a passive radio can monitor wireless
communications. Also, the organizations controlling

the devices through which the messages are routed
can have their own rules for managing traffic. Unless
the sender is aware of the rules for all organizations
whose communication media the messages may transit
(and possibly go to), the sender may find the traffic
interfered with or monitored in unexpected ways and
places. Again, this is a problem with composition of
security policies. But in this case, the policies associ-
ated with two messages sent from the same source to
the same destination may vary wildly.

2.3 Data Aggregation

Data aggregation is the assembling and correlating
of information to draw inferences about something or
someone. Marketers use this to determine shopping
patterns of people in a geographical area. Medical
epidemiologists use this to examine the spread of dis-
eases. Law enforcement authorities aggregate reports
of crime to compile statistics as well as identify pat-
terns that may lead them to the perpetrators. Compa-
nies such as Amazon and Netflix aggregate browsing
and purchase data to suggest movies, books, and other
products that people might want to purchase. Finally,
the sale of information to credit bureaus and other
financial institutions enables them to aggregate infor-
mation to assess the creditworthiness and financial
stability of the subjects of the data. So data aggre-
gation has become a mainstay of our world. With its
benefits, though, come problems.

In 1974, the U.S. American Civil Liberties Union
(ACLU) surveyed the use of computers. After identi-
fying and discussing several systems called ALERT,
CLEAN, CONNECT, GIPSY, LEAPS, MULES,
MUMPS, and ORACLE, each of which allowed users
to manipulate information about people in a narrow
domain, the report states [42, p. 162]:

The great worry for citizens is the ability of all these
machines to get together. If MULES gets MUMPS
and GIPSY LEAPS to the ALERT and CON-
NECTS with CLEAN ORACLE, we are doomed.

In 1974, networking was in its infancy, and commu-
nication between organizations relied on the physical
transportation of some medium (such as pen and pa-
per or magnetic tapes). Thus, aggregating informa-
tion about an individual took time, and required the
aggregator to know whom to contact. Figuring out
where to look was also a time-consuming task.

Widespread networking of systems, and in particu-
lar the Internet, changed all this. With search engines
such as Google and Bing, and the ubiquity of network-
ing, obtaining information about individuals is much
simpler than before. As noted in the Introduction,
many employers do this on a small scale when consid-
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ering whom to hire. On a much larger scale, one can
build a fairly complete picture of people from data not
only in social networks but also on government repos-
itories, web pages, and pages of social and political
organizations (especially in societies where political
donations are required to be disclosed).

When an “adversary” finds information about a
“victim” and assembles it, the adversary can draw
certain inferences about that victim. In some cases,
these inferences are correct. In others, they are not.
The saga of the New York Times’ investigation of the
AOL data release illustrates both points.

On August 3, 2006, AOL posted 21,011,340 search
queries from March to May 2006. The data set had
anonymized user identifiers, the query, the time of the
query, and whether the user clicked on any responses
(and if so, the rank and URL of the item followed).
The data was taken down on August 7, 2006.

On August 9, 2006, the New York Times published
a story inferring the identity of anonymized user
4417749 from the published data [43]. The reporters
noticed that anonymized user 4417749 made several
queries about landscapers in the city of Lilburn in the
state of Georgia (GA). Other queries from that same
user looked up several people with the last name of
“Arnold”, and about home sold in the Shadow Lake sub-
division of Gwinnett County (which contains Lilburn).
With these leads, the reporters quickly identified user
4417749 as Thelma Arnold of Lilburn, GA.

Some of Ms. Arnold’s queries presented a misleading
picture, however. The queries “nicotine effects on the
body,” and “bipolar” lead to an inference that she
was looking for information about her own medical
conditions. In fact, she searched for information to
help friends who needed help or were anxious about
their conditions; for example, she said she wanted to
help one of her friends quit smoking, leading to the
search about nicotine.

In this context, beyond the invasion of privacy, 6 the
erroneous inferences were harmless. In other contexts,
they can be very harmful. Consider a search for “how
to grow marijuana,” “where to buy marijuana,” and
“marijuana types.” These could be from someone who
wants to buy and use marijuana, an illegal drug, or
someone who is researching its cultivation and use for
a high school report on the dangers of using drugs.
Were authorities to assume the first, and act on it, the
searcher could be trapped in a Kafkaesque nightmare
trying to clear himself of something he never even
contemplated.

6 Ms. Arnold gave permission for the New York Times reporters
to name her in the story. She stated that she planned to cancel

her subscription to AOL.

The persistence of information can aggravate this.
Past indiscretions, which in the past would have never
come to light, return to haunt people. For example,
in 2010, Christine O’Donnell, a candidate for the U.S.
Senate from the state of Delaware, spent much of he
campaign trying to counter statements she made in
the 1990s, and that were distributed on YouTube and
on television [44]. And removing data once posted to
the Internet is not feasible in practice. Even though
the data that AOL had posted was quickly taken down,
it had already been copied and remains available on
the web [45].

One area of active research is to develop faster and
more effective data aggregation algorithms, and to
build better data aggregation tools. This will enable
better marketing of products; it will also allow political
candidates to target potential voters more effectively.
Undoubtedly, it will be used as a tool in the intelligence
community to develop information on adversaries (and
potential adversaries) and identify emerging threats.

Countering the effectiveness of these algorithms and
tools will also be a research area of some importance.
Preventing any information from being available is
simply impossible in our world, because basic infor-
mation about shopping, travel, and other ordinary
aspects of daily life involve interaction with groups
that disseminate information about those interactions.
One technique is fuzzing, in which data belonging to
multiple entities is conflated to limit the ability of
the adversary to draw accurate conclusions. A second
technique is deception, in which one provides deliber-
ately misleading information in order to mislead the
adversary. The trick with data aggregation is to ensure
that the data sources are (somewhat) aligned with the
deception. The history of secret operations provides
many examples of this (see [46–48] for examples).

2.4 Users and Human Factors

The number of people who use computers has grown
greatly in the past 20 years. One reason is the increas-
ing availability and affordability of the technology,
and its packaging in a form that anyone can use with-
out extensive set-up. Another reason is the wide range
of applications that perform tasks the average person
needs done, such as balancing checkbooks, writing let-
ters, and sending and receiving mail. A third reason
is the new tasks that the computer makes possible,
though the World Wide Web, which exploded in pop-
ularity about 15 years ago: now people can shop, read
news, and do research from their home or office, rather
than having to go to a library or travel elsewhere,

The majority of computer users are not experts, or
even particularly knowledgeable, about how comput-
ers work, how to configure them, and how to maintain
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them. Nor do they want to be. They view their com-
puter as an appliance that performs certain tasks, and
want it to function as reliably as a television set or tele-
phone or automobile—and be as simple to use. Their
goal, after all, is to get their particular tasks done, and
not figure out how the underlying technology actually
performs that task.

Security is a supporting service, not an end in and
of itself. So people expect the computer to provide
any necessary security for their work, and for their
environment. To them, “security” is an amorphous
concept that simply means they can do their work
without someone stealing their personal information
(such as credit card numbers, social security or other
personal identification numbers, or other data that
could be used to steal identity) or interfering with what
they are doing (for example, decreasing the usable
capacity of their network connection). If pressed, most
people will also want to be sure that someone else
does not do anything illegal on their computer, such
as install a zombie used by a botnet to steal others’
information (but most people will not think of this
by themselves, as they assume the controls on their
computer will prevent this).

Although there has been much discussion of how to
educate this type of computer user about security and
securing their system, ultimately such efforts will fail.
The primary reason will not be a lack of resources or
effort (although these may be contributing factors). It
is simply that some people are not capable of learning
the technological underpinnings necessary to deter-
mine how to configure a system to be secure—and
even if they can, it is unclear if they will succeed.
Government agencies and commercial firms are de-
fended by experts using the most advanced security
tools available—and yet intrusions still occur at those
sites. This suggests that not even the experts can ade-
quately defend computer systems. If experts cannot
do so, it is unreasonable to expect non-experts to be
able to do so.

But home and small business computers are targets
for attackers looking for resources to use. The typical
form of compromise is placing a bot on the system,
thus making the computer one of thousands available
for the attacker’s use. So in the near future, the need
to protect these systems will be recognized as critical.
As the purchasers will be unable to do so, the onus
will fall on the vendor.

Now the different uses for home and small busi-
ness computers (called “small computers” for brevity)
come into play. Vendors will not be able to design a
single “secure” configuration, because the needs of
the consumers will vary. But it is very likely that
large groups of consumers will have the same secu-

rity needs, so vendors can provide a selection of small
computers designed for specific uses. Of course, rather
than describe the security settings (“this system does
not block outgoing connections over high-numbered
ports”), they will describe the effects of those settings
(“this system supports games that communicate with
web servers”) so the consumers can understand what
the vendor is providing.

This is very similar to the centralized system con-
figurations mentioned earlier, but key differences will
make the task of supplying these configurations much
harder. First, the ways in which consumers use small
computers varies much more widely than the way a sin-
gle organization’s members use its computers. Thus, a
setting that secures some systems will break others, as
happened with Microsoft’s Windows XP Service Pack
2 [11]. Secondly, the environments are much more var-
ied, so the vendor cannot expect the system to be
connected to the Internet, or even turned on, during
the day. Third, the vendor cannot expect the user to
be able to articulate what he or she wants, not to be
able to understand any of the technical details that a
vendor would normally use to describe its products or
settings.

This recognizes that many people are not techno-
logically savvy. May people simply do not care about
how technology works; they only want to know how to
use it. As an example, consider an author who writes
fiction. He is skilled with words, ideas, and the ex-
pression of those ideas. His writings can make people
weep, laugh, think, and act. But he does not know
the correct technological model to describe his secu-
rity needs, and so cannot construct a security policy
for the vendor (or someone else) to implement. Thus,
vendors must find a way to communicate with the
writer that the writer can understand, so he can make
informed choices. How to do so is an area of research
in communications and psychology that will increase
in importance. Of equal importance will be integrat-
ing existing mechanisms, and possibly developing new
ones, to protect such users.

2.5 Computers as Appliances

One approach is to treat computers as appliances.
When a consumer goes to purchase a computer, the
consumer looks for a system that will perform the
desired functions. Upon purchase, the user simply
turns on the system and calls up the program they wish
to use. The user never sees anything else; the system
insulates them completely from everything except the
programs they want to run. Further, software and
hardware are sold as “plug-ins”; one simply connects
the module with the system (possibly through a USB
plug, or some other connector) and the contents of
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that module may now be used.

The “appliance” computer will require a description
of what it does and what plug-ins are compatible with
it. In particular, if the base system does little (perhaps
only provide a web browser) and modules add the
ability to type business letters, use a spreadsheet, and
so forth, the vendor must ensure that the plug-ins
do not interfere with the purpose of the base system.
How to express these attributes in a way that a non-
computer savvy consumer can understand is a problem
requiring research, and one that will become more
important in the future.

The self-contained modules will require consider-
able sophistication to handle errors. Currently, error
recovery is poorly implemented (and poorly taught in
schools). As technology and the integration of tech-
nology matures, vendors will improve reliability in
order to minimize costs of assisting customers as well
as attract new ones.

Vendors will take over the maintenance of the sys-
tems they sell. This is already being done to some
degree with automatic patching of systems, where
the system contacts vendors to download the latest
patches, and then install those patches. But vendors
in the future will have to go farther: they will have to
be able to restore systems that have been successfully
attacked, or enable the customer’s work to continue
while the system is compromised so that the vendor,
or other authorities (such as law enforcement) can
investigate.

We see this to some extent in the rise of “security
as a service.” That phrase means that one contracts
with an external service to provide security, much as
one contracts with an Internet service provider (ISP)
to provide a network connection. When one does the
latter, one need not understand how to install the
physical network, set up the routers, DNS, and other
infrastructure services. The ISP provides that for the
customer. Similarly, a company offering “security as
a service” provides anti-virus mechanisms, firewall
mechanisms, and other security mechanisms in such a
way that the customer need not monitor or maintain
them; the service provider does so.

These changes reflect an approaching paradigm
shift: computing is moving from a technologically ori-
ented discipline to a human-oriented discipline.

Some aspects of this paradigm are emerging. In ad-
dition to the earlier observations, the rise of social
networking is changing how people communicate. This
has inspired several areas of research. A new method
of routing is based on social connections rather than
traditional metrics such as hop count or minimum
delay time. Recommendation systems and other sys-

tems grounded in people underlie many trust models,
and in fact are themselves subject to essentially social
attacks such as the Sybil attack. Information systems
can also monitor people closely, and provide this data
to caregivers—or others.

This last point bears amplifying. Pervasive com-
puting requires placing sensors in an environment so
that a person can be continuously monitored. This
might be used, for example, to enable an elderly or
sick person to live as an outpatient but, in case of a
problem, receive immediate care. It can also be used
in less beneficial ways, leading to a society such as in
George Orwell’s novel 1984 [49], because it exposes
extremely personal information to observers.

2.6 Summary

As technology and the use of computers evolve, ordi-
nary users will become more insulated from the inter-
nals of the computer. Vendors will assume the burden
of managing and securing the system. As users’ needs
grow, the systems will move to providing basic services
and mechanisms only, and both vendors and users will
augment these with plug-ins that are designed to work
with these appliance computers without compromis-
ing the security of those systems or other applications.

Two concepts provide the basis for this view of
computing. The first is the increase in connectivity
and the convergence of different computing devices.
In order for devices to transition from one network to
another, they must be able to switch from one type of
network to another without user intervention. Cloud
computing is another example of this trend, because
the services provided by the proprietor(s) of the cloud
must be those needed by the customers of the cloud—
that is, the customers must be able to connect to the
cloud service provider. This raises numerous security
issues such as security policy composition, system
vulnerabilities, and information flow.

Interconnection and convergence require an adher-
ence to standards. This is the second concept. The
standards have many parts, and a critical part would
be the security-related components of the standards.
These components must take the technology, the envi-
ronment and procedures into account. Further, stan-
dards of secure operation and maintenance give as-
surance that the services provided have the proper
protections. Finally, compliance evidence shows that
the procedures supporting proper implementation of
the standard have been instituted.

The element of privacy will continue to grow in im-
portance, both for individuals and for organizations.
As noted earlier, data aggregation methods will help
observers infer information about the entities. Various
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techniques to disrupt this aggregation will improve,
but so will the inference techniques. Direct monitor-
ing may be simpler conceptually, but legal as well
as practical limitations may hinder such monitoring.
Governments and law enforcement agencies also will
want the ability to bypass security controls when they
deem it necessary. The events in Greece are a caution-
ary tale; there, attackers used the build-in wiretap
features to monitor calls between government officials
[50]. Undoubtedly more such unauthorized uses of
bypass features will occur.

3 Changes in Infrastructure

An “infrastructure” is “a collective term for the sub-
ordinate parts of an undertaking; substructure; foun-
dation” [51]. In the field of information technology,
“infrastructure” refers to the networks, servers, and
associated protocols and devices that support com-
puting and networks. We use the term in a slightly
broader sense. In addition to the ordinary meaning,
we include non-technical resources that support com-
puting and networks, such as human resources, man-
agement procedures and policies, and other resources
used to ensure the infrastructure and computers that
use it function properly.

We look at the future of the security of this infras-
tructure by examining several components: the Inter-
net protocols, associating attributes such as origin
with messages, testing, societal impacts of the infras-
tructure, and security problems attendant on experi-
menting with the next generation of infrastructure.

3.1 Internet Protocols

The ARPANET protocols were not designed to pro-
vide secure networks. When they were originally devel-
oped, the main concern was with network robustness
and reliability rather than thwarting attackers who
tried to subvert the network. Thus, the foundational
protocols (specifically, IPv4, TCP, and UDP) empha-
sized reliability and continued communication in the
face of catastrophic failure of a large part of the net-
work rather than protection of data or authentication
of sources.

As the ARPANET, and other networks, evolved into
the Internet, security became a more important consid-
eration. Many mechanisms were suggested to provide
the necessary protection. For example, the founda-
tional protocols do not provide end-to-end security or
authentication. In the 1990s, Netscape developed the
Secure Socket Layer (SSL) protocol to provide con-
fidentiality and integrity at the transport layer [52].
The Internet Engineering Task Force (IETF) used the
experience gained from SSL’s deployment to develop a

successor, the Transport Layer Security (TLS) proto-
col [53]. As Internet commerce grew, support for these
protocols was added to web browsers and servers, and
they are now an integral part of Internet commerce
and security.

In 1998, IPv6, the successor to IPv4, was released
[54]. IPv6 provides many security enhancements, in-
cluding end-to-end host authentication and packet-
level data encryption [55, 56]. This end-to-end security
differs from that provided by SSL and TLS, which
authenticate based on the entities (users) rather than
the host.

Key to the integration of the transport and network
layers is the Domain Name Service (DNS) [57, 58]
that binds network-layer (IP) addresses to transport-
layer addresses (host names). The DNS, developed
in the mid-1980s, is a distributed database wherein
each domain has a DNS server that answers requests
for the IP address associated with a host name, and
vice versa. Various optimizations make the DNS very
efficient. For example, a response to a DNS request
may include multiple records, and the querier caches
them to speed future lookups. However, various at-
tacks take advantage of some of these optimizations
to provide bogus mappings. For example, in a DNS
cache poisoning attack, an attacker appends a bogus
record to the DNS response, and this record will be
cached along with the legitimate ones. Then when the
victim sends a message to the host named in the bo-
gus record, the victim sends messages to the site the
attacker has selected rather than the intended site.

In response, a new protocol called DNS Security
Extensions (DNSSEC) was developed [59–61]. This
protocol provides digitally signed DNS records. Then,
in the above attack, the bogus record would not vali-
date properly—either it will be unsigned or signed by
an unknown key. So the intended victim would reject
it as untrustworthy. Unfortunately, the complexity of
the protocol and the overhead induced by early imple-
mentations have slowed its adoption, and DNSSEC
has yet to be widely deployed.

Like DNSSEC, IPv6 is in use but has not achieved
widespread popularity; IPv4 is still the dominant net-
work layer protocol. Perhaps this is in part due to the
increased size of IPv6 packets (which use, for exam-
ple, 128-bit addresses as opposed to the 32-bit IPv4
addresses). Further, many management, analysis, and
security tools exist for IPv4. Few tools exist for these
purposes for IPv6. It is unclear whether this is a result
of IPv6’s lack of widespread use, or a cause delaying
its adoption.

The security enhancements of IPv6, collectively
called IPsec [62], have been implemented for IPv4,
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thereby giving sites that use IPv4 the benefits of those
mechanisms. One issue is that both IPv4 endpoints
must use IPsec for those benefits to be realized.

Many protocols, like IPsec, SSL, and TLS, are
grounded in cryptography. As that field evolved, so
did the algorithms used. Flaws were found in crypto-
graphic hash functions, the venerable Data Encryption
Standard (DES) [63] is being supplanted by the Ad-
vanced Encryption Standard (AES) [64], and practi-
cal identity-based encryption schemes were developed.
The length of cryptographic keys in public key systems
increased as computational power increased. These
advances provide a basis for improving the strength
of the cryptography supporting Internet protocols.

In the future, the use of security-related protocols
will increase as the number of attacks against the
infrastructure increases. Use of IPv6 will continue to
expand, but slowly; the spread of DNSSEC will also
spread slowly. But the use of TLS and other transport-
level protocols will continue to increase, as will the
development and deployment of other security-related
protocols.

The greatest barrier to the adoption of new proto-
cols is inertia. Introducing new protocols, and new im-
plementations of old protocols, risk introducing flaws
into systems that currently work. With organizations,
and indeed much of society, so dependent on the Inter-
net and other infrastructures working correctly, the
old adage “if it isn’t broken, don’t fix it” applies here.
In the future, though, vulnerability to attacks, and
the success of some attacks, may make clear that the
existing infrastructure, in some sense, “is broken” and
so the price of not “fixing it” exceeds the risks of doing
so.

3.2 Public Key Infrastructures

Cryptography supports most security protocols. For
example, IPsec uses cryptography to provide confi-
dentiality. SSL and TLS use public key cryptography
for both confidentiality and integrity.

Central to public key cryptography is the idea that a
public-private key pair is bound uniquely to an identity.
The identity may be an organization, like Amazon or
a bank; it may be an individual, such as the author;
or it may be a system, such as a home computer. The
public keys are used to encrypt secret keys that are
then used to encipher the message. Private keys are
used to digitally sign messages; the signatures can
then be verified using the corresponding public key.

Certificates bind a public key to an identity (the
subject). An issuer then signs the certificate. To vali-
date the certificate, one obtains the public key of the
issuer, which itself is in a certificate. The infrastruc-

ture for managing certificates is called a Public Key
Infrastructure (PKI).

Two different models of PKIs emerged. The first is
the hierarchical model [65]. It views the PKI as a tree,
with interior nodes being the issuers or certification
authorities (CAs). The root node issues certificates
for its children, who in turn issue certificates for their
children, and so forth. This model tends to be used
for business-oriented matters, because the issuing of a
certificate may require a contract between the issuer
and the subject. Each CA can publicize the require-
ments that someone must meet to obtain a certificate
from the CA. Thus, the recipient of a certificate can
assess the degree of trust it wants to place in the pub-
lic key-subject binding, and in the accuracy of the
subject identification.

The Web of Trust model takes a very different ap-
proach. Rather than a hierarchy, it is modeled by a di-
rected graph. As implemented in PGP [66], anyone can
sign anyone else’s certificate. Signing is distinguished
from issuing. Typically, someone creates a certificate
and signs it (this is referred to as “self-signing”). Oth-
ers can also sign the certificate, and along with the
signature enter a level of trust in the validation of
identity (ranging, for example, from “untrusted” to
“ultimate trust”). One effect of the lack of a centralized
certification authority is that the definition of each
level of trust lies in the signer. So “ultimate trust” for
one may mean that the subject is physically present
and has verified the certificate is his; for another, it
may mean that the subject emailed the signer from
a known mailbox. Thus, the recipient has no way of
assessing trust unless she knows one of the signers,
and the criteria that signer uses for assigning the trust
level.

In the past, people believed that a single, cohesive
PKI structured using the hierarchical model could
provide for most needs. A unified structure makes
managing public keys straightforward, and—perhaps
more importantly—provides a single framework in
which certificate recipients could assess the degree of
trust they can place in the binding between the key
and the subject in the certificate.

But non-technical barriers blocked such a single
PKI. For example, which organization will be trusted
to be the root? In practical terms, no such node exists
for the world. As an example, there is no organization
that both North Korea and South Korea would trust.
Thus, a set of distinct PKIs grew. Rather than a single
hierarchy, a forest of hierarchies existed, with root
nodes cross-certifying one another when appropriate.

A key question is how the PKIs support anonymity.
The Web of Trust supports it directly: one can simply
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create a certificate issued to “anonymous” (or some
other suitable pseudonym), and self-sign it. But the hi-
erarchy model poses a problem: as the CA is vouching
for the identity of the subject in some way, a special
type of CA must be created. This CA’s policy for issu-
ing certificates makes no claim that the identity in the
certificate is verified; thus the subject identifier can
be any name. The CA issues persona (or anonymous)
certificates [65].

The usefulness of anonymous certificates is ques-
tioned periodically. A good example of their utility is
verifying that a sequence of messages is received as
signed (integrity verification) and that those messages
came from the same source (origin authentication). A
whistleblower, for example, might need to respond to
claims made by the company involved after the first
set of documents is released. By signing her response
with the same private key, so it can be verified using
the same certificate, the whistleblower establishes the
connection between the first and second messages.

The future will not bring a single PKI. Given the
failures of the past 30 years to do so, there is little
reason to believe future attempts will succeed. Far
more likely are many PKIs, each serving a particular
constituency such as an organization or a collection of
organizations with a common purpose. Government
regulation may also require the use of PKIs for signing
messages for legal or administrative purposes, in order
that they be attributable to particular individuals or
organizations.

This raises an area in which some work has been
done, but much more remains to be done: attribution.

3.3 Attribution and Forensics

Attribution is the association of a characteristic with
data. Perhaps the most common instance, authentica-
tion, attributes an origin or identity to a process or
message. Much of the technical work on attribution
focuses on IP traceback [67–70] to determine the origi-
nating IP address of a packet (regardless of the source
field in the header); this addresses source spoofing in
flooding attacks. Other papers extend this work to de-
termine accountability of attackers [71] and creators
of network traffic (not necessarily attackers) [72].

These works build on the lack of attribution ca-
pabilities within the existing Internet infrastructure.
The value in the source field of the IP packet header,
for example, can be easily forged, so IP traceback
must rely on routers and other intermediate systems
for information. Due to the large numbers of packets
that infrastructure systems handle, many IP trace-
back schemes are probabilistic. Thus, a flood of pack-
ets may be traced to their origin, but a single trans-

mission with few packets may not have any packets
marked for tracing.

But characteristics other than identity are asso-
ciated with an entity. For example, a message sent
through a network has an associated transit time, a
route taken, and other characteristics, all of which are
attributes as well. Beyond that, there is ambiguity
in many characteristics. For example, “origin” is usu-
ally interpreted as “IP address” or “network address.”
Many contexts require origin to be attributed to a
person or organization. As of now, work in computer
security has focused only on the technical aspects of
attribution, assuming that others will translate it to
external entities.

As attribution on the Internet becomes more im-
portant in non-technical areas such as law, technology
will be improved to provide the necessary information.
Several different types of attribution may be desirable
[73].

• When anyone can determine the values of the
characteristics under consideration, perfect attri-
bution has occurred. The legal community will
find this useful to track court and other legal
documents. Law enforcement will also use this
to track messages or packets involved in criminal
activities.

• When no-one can determine the values of the
characteristics under consideration, perfect non-
attribution has occurred. Dissidents in a country
with a repressive government who wish to com-
municate will want this form of attribution.

• When only some entities can determine the values
of the characteristics under consideration, perfect
selective attribution has occurred. For example,
Anna may want the tax bureau to know her salary,
but not anyone else.

• When anyone can determine values of the at-
tributes in question, but those values are incor-
rect, then false attribution has occurred. Suppose
an intelligence agency wants to access a terror-
ist web site, but not let the terrorists know who
is doing so. The agency would find this type of
attribution useful.

The last type brings up an interesting point. Law
enforcement considers attribution a crucial tool in
tracking down criminals, because it enables the officers
to trace the activities of the criminals as well as provide
evidence that can be used in court. If attribution is
built into the network, though, the criminals can also
track the law enforcement investigators as they use
the network to carry out their investigation. Thus,
the implementation of attribution must take societal
constraints into account.
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This is especially true for forensics, which combines
elements of technology and technical expertise with
law, communications, and psychology. Forensics is the
ability to analyze an event or a state, to determine as
many of the traditional characteristics of who, what,
where, when, why, and how as possible.

Forensics has two aspects. When a system event such
as an attack is discovered, the technical analysis will
provide details that enable the system administrators,
auditors, and others to figure out who (user ID or
other entity identifier) was involved in the attack, what
happened, where the attack came from (that is, what
network addresses were involved), why the attack was
launched (that is, what the goal of the attack was),
when the attack occurred (as contrasted with when
it was detected) and how the attack was carried out.
For the purposes of the technical personnel, these
questions need to be answered to their satisfaction.
They can make inferences and draw conclusions based
on their technical expertise and knowledge, and need
only to be able to convince themselves, and the other
technical personnel they must contact, of the answers
to these questions.

In practice, these inferences are necessary because
most computer systems are not designed for forensic
analysis. The analyst examines the contents of logs
and current system state, and possibly portions of
earlier states of the system as obtained from backups,
to discover what has changed and what activity has
occurred that might explain the change. But programs
and operating systems usually do not record all the
information needed to analyze the attack, unless the
systems have been designed with security in mind.

Explorations of how to design new systems, and
augment existing systems, to provide the data needed
for a complete forensic analysis, will expand in the
future. Further, the infrastructure itself—networks
and devices on the networks—will need to support
forensic data collection. With the advent of cheap,
plentiful storage, one can record huge amounts of data
for later analysis. The key to forensic analysis is deter-
mining what the data means. This requires imposing
a structure on the data. The structure can be imposed
either as the data is gathered, or after it has been
gathered. Discerning what structure to impose is far
more difficult, and a reason that existing forensics is
generally ad hoc. One examines logs looking for un-
usual events, and then traces forwards and backwards
to reconstruct the event.

Much research and practice in the future will be de-
voted to making forensics more rigorous. One promis-
ing approach is to begin with the goals of an attack,
and use the requires/provides model to determine
what capabilities the attacker. One can then work

backwards to build an attack tree to see what capa-
bilities the attacker needs to initiate the attack. The
next step is to examine the logs to determine events
corresponding to obtaining those capabilities. The use
of a formal model to derive the types of data to look
for provides a rigorous basis for asserting that the
forensic reconstruction of the attack is correct—and
for allowing others to reproduce the analysis.

In addition to the technological reconstruction, the
site may need to involve lawyers or law enforcement
authorities. Here, the rules change because the tech-
nical information must be presented in court. So the
data must be gathered, and the analysis performed,
to stand up in a court of law.

A court requires that evidence be gathered and pre-
served according to specific legal rules. 7 For exam-
ple, in the United States, evidence requires a “chain
of custody” showing who has handled the evidence
and what he has done with it. This allows the court
to evaluate whether the evidence has been tampered
with. Such rules apply only if the evidence is to be
used in court, so are unnecessary for the technical
reconstruction in most cases.

The situation is different when law enforcement
looks for evidence of a crime. The police are either
monitoring a network or analyzing a system looking
for evidence of a crime. As with analyzing attacks,
the police must properly interpret the evidence to be
sure that what they find is a crime, and that they
do not accuse the wrong people. Two examples will
show why law enforcement and other legal authorities
need technical expertise and must understand how
computers work.

The first case involves pornography. The U.S. White
House web site is www.whitehouse.gov. At one time,
the web site www.whitehouse.com referred to a porno-
graphic site. 8 If a user simply entered “whitehouse”
as the address to browse to, most browsers automati-
cally supplied a “.com” ending, taking the user to the
wrong web site. Even if they immediately navigated
away, the pornographic web page would be in their
web browser’s cache. If a police officer did not know
how the cache worked, he might assume the user delib-
erately downloaded the page—when in fact the user
did not.

The second case involves movie piracy, a serious
crime in many countries. In the United States, the
organization that protects movies from being pirated
uses undisclosed techniques to find networks on which

7 What follows applies specifically to criminal trials in the
USA. Rules for other types of trials, and for courts and laws

in other countries, will vary.
8 It no longer does so.
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movies are being shared, and sends “take down” no-
tices to the owners of servers with pirated copies of
movies. It also pursues legal action against them. Re-
searchers have shown that, under some circumstances,
the identification mechanisms used to find unautho-
rized movie sharers may identify the wrong systems;
indeed, they managed to have their network printer
be the target of a take down notice! [74] By not under-
standing how the mechanisms works, the enforcement
authorities will not understand why innocent people
can be accused of the crime.

In the future, these problems will be aggravated.
Because of the complexity of law, police science, and
digital forensics, it is likely that experts will do much of
the interpretation of evidence for legal authorities and
lay people. Experts, however, make mistakes, and may
present incomplete or incorrect evidence as fact. The
standards for treating evidence as scientific vary from
jurisdiction to jurisdiction. But in general, the “triers
of fact”—judges, and where present juries—determine
what weight, and how much credibility, to give the
testimony.

3.4 Testing and Experimentation

As new protocols, infrastructure architectures, and
defenses against attacks are developed, they must be
tested before being deployed. The complexity of the
infrastructure no longer allows us to predict, with great
accuracy, all the effects of changes, so the protocols
must be tested to uncover emergent properties. The
problem is finding a test bed of size sufficient to test the
protocols and architectures in a realistic environment.

Simulating the environment requires that we un-
derstand the environment completely. Often we do
not. As an (historical) example, the first high-altitude
flights veered off course due to unexplained high-speed
winds—the jet stream, unknown until those flights. So
simulations of the flights would have failed to match
the actual flight paths, because the simulation would
not have taken the (then unknown) jet stream into
account.

Deploying the developed mechanisms over a lim-
ited area provides some measure of testing, but not
enough—especially for security mechanisms. When
one tests security mechanisms, one must attack (either
in simulation or reality). Doing so on a production net-
work risks interfering with others’ work, or damaging
their systems, neither of which is acceptable.

The solution has been to build large test beds, con-
sisting of thousands of systems. The two most widely
used are the DETER/EMIST test bed [75] and the
PlanetLab test bed [76]. These networks contain thou-
sands of nodes. The controllers can be reached over

the Internet, so programs can be set up, broadcast
to the nodes that the experiment is using, and then
run. But the nodes themselves are not directly con-
nected to the Internet, so (for example) if a malicious
program is executed to test a defense or measure the
speed of its spread, the experimenters need not worry
about the malware escaping to the Internet.

The U.S. National Science Foundation (NSF)
funded a project to create the Global Environment
for Network Innovation (GENI) [77, 78]. This virtual
laboratory provides an Internet-scale test bed for ex-
perimentation. The GENI infrastructure is designed
to be shared, heterogeneous, and highly instrumented
to enable experimenters to run experiments and mon-
itor them. Individual nodes can be programmed, just
as in PlanetLab, so experimenters can control (or
monitor) their behavior.

GENI is in its infancy. Two issues that arise in the
existing Internet, and will continue to pose problems in
its successors, have already raised challenges for GENI.
They grow out of GENI’s idea of sharing resources:
federation and isolation.

As GENI is intended to be global, it will have nodes
throughout the world. Different organizations own
and operate the nodes making up GENI. Those or-
ganizations have their own rules for managing their
nodes and for making resources available to GENI.
Further, laws in the jurisdictions in which each orga-
nization resides may affect what the organization can
and cannot do. For example, a node in a jurisdiction
that does not protect privacy may require that data in
an experiment be available for others to review. Such
visibility may be unacceptable to the scientists run-
ning the experiment. To resolve this problem, GENI
is developing a database of resources, where they are
available, and under what conditions they are offered
to the GENI community.

GENI nodes and resources are to be shared among
the users of GENI. This raises the question of interfer-
ence. Suppose two experiments are being run, and one
causes the nodes on which it is being run to fail. Then
all experiments using those nodes will also terminate.
Such unreliability is unacceptable. So, GENI must
provide a way to isolate experiments using the same
node from one another. The solution is to virtualize
the GENI network and resources whenever possible.
Each experiment gets a slice of each node and resource.
The set of slices for an experiment make up the ex-
periment’s view of the GENI network—in essence, a
virtual network. Then, if two experiments are running
on the same set of nodes, and one causes the network
infrastructure to crash, only that experiment’s virtual
network fails; the other experiment’s virtual network
is unaffected. Similarly, an experimenter can run se-
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curity experiments in his slice without putting other
experiments at risk.

The idea of virtualizing infrastructure will be ap-
plied much more in the future. Consider cloud com-
puting. A program uses clouds to store data or per-
form computation, basically in the same way that it
would invoke remote procedure calls, except the calls
go to servers and invoke resources on other systems
(“the cloud”). These other systems may belong to the
organization running the program, or to other organi-
zations. Indeed, the program may not know, or be able
to control, which organizations’ resources are used.
Thus, security becomes an important consideration
for the program and the organization.

It is also an important consideration for the cloud
providers. They need to keep their resources available
to cloud customers. They need to protect their cus-
tomers’ data. Virtualization may provide a (partial)
solution, because it would provide the isolation needed
to prevent two customers from interfering with one
another, or reading one another’s data.

The mutually suspicious environment, in which the
cloud customers want to confine providers’ access to
data, and the providers want to limit the customers’
access to their resources, is a form of the confinement
problem [79], which has been (and will continue to be)
an area of active research.

GENI is currently moving into its third phase of de-
velopment (called “Spiral 3”). It has formed partner-
ships with other large networking communities (such
as Internet2). These will provide services, additional
infrastructure, and expertise to accelerate GENI’s
growth. In the future, GENI and test beds like it will
provide the experience needed for designing and im-
plementing effective security mechanisms. Also, those
test beds can be used to analyze attacks, especially
those involving the spread of malware.

This will lead to improved experimental techniques
for computer security. In the past, many computer se-
curity experiments were flawed. They lacked a control
case, or generalized results without providing evidence
that the generalization was valid.

In 1998 and 1999, MIT Lincoln Laboratories ran a
series of tests on intrusion detection systems [80]. They
measured data from a network with both classified
and unclassified traffic on an Air Force base, and then
created data that simulated the actual traffic. They
then embedded various attacks, and modified some
of the traffic to be anomalous. The testers provided
synthesized training data to the research community,
which used it to train their intrusion detection systems.
Finally, the intrusion detection systems analyzed the
simulated data to see which attacks they could detect.

The testers then published their experiment and their
results.

Subsequently, their experimental techniques were
reviewed and challenged [81]. The paper found several
problems in the underlying assumptions. For example,
the testers did not explain why the number of false
alarms on the synthetic data would be the same as for
the real data; this was important because one of the
measures involved the percentage of false alarms. The
distribution of the injected attacks was not compared
to the distribution of attacks in the real data. Other
points raised awareness of the problems of running
effective experiments.

Many problems hinder reproducibility, a corner-
stone of scientific experimentation. Testing procedures
are often not documented in enough detail for others
to reproduce the analysis. Perhaps more importantly,
raw data is rarely made available; this prevents oth-
ers from repeating the work exactly. Two common
reasons for withholding the data are that the data
may contain private information—for example, user
names and passwords—that could compromise users
and systems; and an attacker may be able to mine
the data for information that could be used to com-
promise the business practices of an institution, for
example by revealing information about protection
mechanisms in use. Unfortunately, this often makes
proper interpretation of the results difficult because
the specific parameters that affect the results may not
be fully understood at the time the paper is published.
Making the data available allows other researchers to
explain the reasons underlying the results, as is done
in the wonderful paper [82] that provided a theoreti-
cal and analytical reason for an observed result, that
the Stide system required data sequences of length 6
or above to detect intrusions effectively.

3.5 Security Management

Management of any sort is a complex, often daunting,
task. Managing security is doubly so, as security is
often seen as a hindrance and non-productive. It brings
in no revenue; indeed, sometimes it interferes with
revenue-producing activities. In the non-commercial
world, it is also seen as a burden because it may
interfere with the organization’s work.

In the past, security personnel have often treated
security as the goal, rather than as a means to the
goal (the organization’s mission). In this sense, secu-
rity management epitomized the Institutional Imper-
ative: “every action or decision of an institution must
be intended to keep the institutional machinery work-
ing” [83, p. 49]. Here, the “institutional machinery”
was the protection of the institution, rather than the
institution successfully fulfilling its goals.
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People responded by questioning the need for se-
curity. As security incidents rarely affected any par-
ticular individual, those individuals wondered why
they should be concerned. This created friction with
security personnel, and communications deteriorated
within the organization.

As information about system vulnerabilities and at-
tacks, and the consequences of those exploits, became
public, the need for security became clearer and more
immediate. The rise of people-oriented attacks such as
phishing, spearphishing, and other methods of social
engineering brought home the risks, especially since
these types of attacks often focused on the individuals
rather than the company—and the individuals bore
the burden of recovering from the attacks. As any vic-
tim of identity theft will attest, recovery may take a
long time, cost much money, and require much work.

From the technical view, managing security poses
administrative problems. Configuring and maintaining
systems was discussed earlier; its importance here is
the role it plays in keeping systems consistent with the
security policy. Tools designed for this purpose allow
administrators to modify system configurations from
a remote host or site. These tools are often tailored
for specific configurations or systems.

In the future, tools intended for security manage-
ment and configuration will be architected modularly,
and the user and system interfaces will be key parts of
these tools. Both are, and will continue to be, complex
because of the flexibility required to manage the sys-
tems. Considerable experimentation will be necessary
to develop an intuitive interface, but it will be critical
to minimize user mistakes.

Organizations today use tools to evaluate security,
but it is unclear whether these metrics are helpful. Fur-
ther, the tools are run infrequently. This will change.
Tools will provide metrics that the site finds useful,
and they will be run far more frequently—daily, if
not continuously. In this way, the organization will be
able to evaluate its security posture, and be able to
respond quickly to threats and attacks.

One important question is how well security policies
are implemented. That is, are the systems properly
configured to enforce the security policy? The obvious
way to check is to examine the system configuration
files, and the configuration of the network infrastruc-
ture. There are two problems with this approach.

The first is the complexity of combining the two
configurations to figure out what is allowed. Ideally,
one could take the configurations and generate the
policy that is enforced. This “reverse engineering” of
policy may soon be possible at the technical level,
but it will not bridge the gap between the technical

statement of the policy and the higher-level, natural
language statement of the policy.

Further, it will miss problems. Policy enforcement
is more than proper configuration. Software vulner-
abilities enable evasion of stated policy, even when
configured properly. Thus, the enforced policy differs
from the configured one [31]. The best way to detect
this is through penetration testing. This currently is
still something of an art. Although various method-
ologies such as the Flaw Hypothesis Methodology [84]
exist to guide the testing, ultimately the success of
the test depends on the skill of the testers. The future
will bring efforts to systematize how these tests are
conducted, so testers will need less experience than
they do now. How successful those efforts will be is
unknown.

3.6 Summary

Part of wisdom, it is said, is in knowing what will
work, knowing what will not work, and being able to
tell the difference between working and not working.
In the future, the infrastructure will test our wisdom
in this sense.

Among the success stories will be the hardening
of the infrastructure so that it can better withstand
attacks against the network and transport layers. The
test environments for these changes will develop slowly,
but as they become easier to join and use, researchers
and experimenters will test new protocols and changes
to existing protocols on them. As the protocols and
changes prove themselves, they will slowly migrate
out of the test bed into the real environment, where
they will be evaluated again. Their benefits will either
become apparent, leading to their adoption, or they
will co-exist with existing protocols and systems.

The notion of virtualization, which already exists
in test environments, will expand to include networks
and clouds because of the isolation and reliability it
provides. Attacks against the infrastructure, and sys-
tems, can be controlled within these environments so
that they do not affect other virtual networks. This
will increase the complexity of managing networks.
How these two conflicting forces (protection through
isolation, and management) will be reconciled is un-
clear.

Among the unsuccessful efforts will be a universal
public key infrastructure. Indeed, there will be many
PKIs, and given the realities of human nature, and
the lack of trust in any single organization, there will
always be many PKIs. The Internet grew up as a col-
lection of networks, and there never was a single “In-
ternet control authority.” Even the basic protocols are
not mandated; but they are necessary to interoperate
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with other systems and networks on the Internet, so
they are a de facto standard. Still, other networks can
use different protocols, and develop translators that
will enable messages to move from those networks to
the Internet, and vice versa. Thus, there will never be
a central authority decreeing what security services
that networks, hosts, and organizations on the Inter-
net must provide—and the strength of the Internet
lies in this diversity.

Many of the security enhancements that will emerge
will be rooted in social rather than technological needs.
Attribution is one such enhancement. As discussed
earlier, in some cases attribution is desirable; in other
cases, it is not. Nor can there be an algorithm for de-
termining whether (for example) origin attribution is
desirable. The problem is that different organizations
may view the same set of circumstances differently,
one seeing them as protective and the other as threat-
ening.

Ultimately, there may be many different (possibly
virtual) Internets, each providing different infrastruc-
ture services and with different security policies. Peo-
ple needing to communicate, or use resources, will
either have to use the same Internet or use Internets
that can communicate with one another because their
policies are compatible. This will mean that some peo-
ple simply cannot communicate, because the policies
of their networks are incompatible.

4 The Future

Currently, the security of the infrastructure is not
suitable for applications that require high levels of se-
curity. New security technology often requires support
that the existing infrastructure cannot supply. A good
example of this is authentication of users (as opposed
to user processes). When a bank server receives a login
request, it intends to allow the login only if the user
is authorized to access his or her account information,
regardless of whether the correct password is supplied.
Being able to authenticate the user (rather than the
client process) and the server itself would eliminate
many phishing attacks, and provide the bank with an
audit trail back to the individual, rather than to an
IP address or a system.

Most end points (systems) also lack the security
appropriate for the tasks they perform. They are vul-
nerable to attacks, due both to system vulnerabilities
and to user error (for example, falling victim to phish-
ing attacks). Aggravating this situation is that many
end points are not securely maintained, for example
in homes or small businesses. Thus, even when secure
applications or services are required, the client—and
often the server—cannot be trusted.

We now examine possible paths to improve this
situation. We have discussed what may happen; our
goal is to see how different communities might play a
role.

4.1 Education

Education in general computer science will begin to
include more information about security. Students
will also learn some good practices to reduce security
problems.

Many problems arise because of the poor quality
of most software. Basic problems include a failure to
validate input properly and, more famously, enabling
overflows—buffer and otherwise. Introductory pro-
gramming classes can, and should, teach students to
avoid these programming errors. Teaching them in a
basic class emphasizes the importance of good pro-
gramming style, rather than the (relatively few) times
that these problems cause security problems. This way,
students will not raise the issue of when these prob-
lems create security vulnerabilities and decide they
only need to prevent the problems in that context.

This points out a key problem with the idea of
“secure programming,” a style of programming that
anticipates potential security problems and avoids
them. Much of this style of programming is simply
good programming style. As noted above, checking for
bad inputs and preventing buffer overflows are part
of making a program work correctly. So focusing on
that aspect of “secure programming” (called “robust
programming”) will improve the state of software, and
also teach students how to avoid problems that in
many contexts become security vulnerabilities.

Unfortunately, advanced computer science classes
usually focus on whether student programs meet the
assignment’s requirements, and those rarely include
programming style. The assignments focus on concepts
and practices related to the topic of the class—for
example, implementing a B-tree or a linked list. Style
may affect the grade only when it is exceptionally
poor (and, sometimes, not even then). One approach
to reinforcing the importance of robust programming
is to check programming assignments not simply for
correctness of result but also for good programming
style, and grade accordingly. The obstacle is that doing
so requires additional time and effort on the part of
the graders, and may require that the graders receive
additional training on robust programming techniques.
So extra resources are needed, and they may not be
available [85].

Incorporating security into non-security classes is
more difficult. The key problem is that computer sci-
ence classes cover too much material already, so adding
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modules dealing with security requires that other ma-
terial be dropped or covered less deeply. Whether to
do this, how to do this, and if so what to drop, is a
source of contention.

Another approach is to encourage students to un-
dertake computer security related projects in project-
oriented courses. For example, an introductory course
might have students examine the watermark that
many printers place on printed documents, to identify
the printer on which the document is printed. A good
project is for the students to find how information is
encoded in the watermark, generate their own water-
marks for various printers, and compare their work to
the actual watermarks [86].

Classes that focus solely on practical security top-
ics will become more numerous, and more popular.
These training courses provide professionals with the
knowledge and practice they need to preform security-
related tasks. The better training courses also give the
students enough background to allow them to learn
more on their own, or in more advanced classes. Be-
cause the quality of courses will vary widely, methods
for ensuring that the courses meet the needs of the
students and, when appropriate, their employers, will
be developed.

In the future, metrics will become a focal point of
education. How well does the academic or training
institution prepare its students for their future? How
effective are the members of the faculty? The agencies
and people paying for education will use these to
assess the institution they are funding. The problem
is to devise meaningful metrics that are scientifically
valid. Otherwise, the teachers may be more concerned
with improving their measures rather than imparting
knowledge to the students. In such a situation, the
quality of education declines, because the scores do
not reflect the goals of education.

4.2 Research

Von Braun defined research as “what I’m doing when
I don’t know what I’m doing.” His point is that the
benefits of research come as much from what one learns
on the way to the goal as from achieving the goal itself.
Perhaps the U.S. space program offers the clearest
example. The goal of the space program in the 1960s
was to put a man on the moon. Advances in medicine
and medical technology, computing, miniaturization
of technology, and flight supported this effort. Even
though people no longer walk on the moon, the benefits
of the ancillary results of the program have changed
our lives.

Some computer security research focuses on basic
theories, models, and principles. This research deter-

mines limits on what we can do or know. It also allows
us to model classes of problems so that we can under-
stand the underlying issues, and reason about them
or mathematically verify that, in the abstract, tech-
niques of analysis, defense, and management work—or
determine under what conditions they do not. For ex-
ample, under what conditions can security policies be
composed so that the result is consistent with each
component policy? This research applies to many ar-
eas of computer security, although the application
may not be immediately clear.

Other research is more applied. This research exam-
ines specific situations or environments rather than
broadly applicable results. Sometimes it specializes
foundational results; other times, it builds on the
methods used in foundational research. The results
from this type of research apply to the specific sit-
uation or environment. Whether the results can be
generalized beyond those depends on the character-
istics of the environment upon which the analysis is
based. For example, a formal model of an append-only
log developed for recording purchases of real estate
over the Internet [87] applies equally well to access
logs for medical records, which are also append-only,
or append-only logs for electronic voting systems, be-
cause the model focuses on the properties of the log,
and not other details of recording the purchase.

Experimental research, as mentioned earlier, is in-
creasing in visibility. This type of research defines
hypotheses, develops experiments to validate the hy-
pothesis, analyzes the results, and draws conclusions.
It is essential to an analysis of the effectiveness of tools
and defenses. As with all types of experiments, some-
times the results will be unexpected or unexplainable
using current theories. In that case, the observations
will lead to the development of new theories and mod-
els. In the future, experimental technique in computer
security will be taught and studied far more than it
is now, and funding for such work will increase. This
type of research will undoubtedly attract funding from
industry as companies seek to improve their products.

Currently, most funded research focuses on near-
term results that are immediately useful. Projects
define goals that can be met within 1-3 years, and
that can be used when the project ends. For example,
the project goal may require development of a proto-
type tool or methodology, and success of the project
is determined by the quality of the prototype. This
results in incremental improvements to tools, theory,
and practice.

A second type of research is exploratory research.
This research examines an idea in order to determine
whether it is worth pursuing. Exploratory research
is usually (though not always) short term because if
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an idea is worth pursuing, it will usually be apparent
within 1-3 years.

Long-term research, with goals that will take 5-10
years to achieve, is much less well funded currently.
They are seen as not cost-effective, and the benefits are
less obvious and less immediate. But transformative
ideas rarely emerge from short-term research, and this
lack of new paradigms and ideas will lead to a greater
funding of long-term research.

One form of long-term research will set ambitious
goals that may not be met—and the sponsors will know
it. The benefits of this type of “blue sky” research
project are twofold. First, the goal may be met and
if so, it will provide critical insight, understanding,
or technology that will change the field. Second, if
the goal is not met, we will learn from that failure,
and gain insight into the limits of the field. Thirdly,
whether or not the goal is met, the ancillary discoveries
will advance the field in other ways. Like the example
of the space program, the benefits of what we learn
on the way to the goal will be as valuable as reaching
the goal itself.

Research requires infrastructure, especially in com-
puter security. Experimentation, for example, may re-
quire isolated networks, or distributed systems, which
must be obtained, configured and maintained. All re-
search projects require management and reports to
the sponsors, and for large projects this administra-
tive overhead can be burdensome. Finally, if the re-
search is short term, efforts to secure future funding to
support the research and the research personnel must
be pursued. If the researchers themselves must do all
these ancillary tasks, these tasks will take time and
effort that could be better spent on the research itself.

Support for infrastructure is often tied directly to
projects. A stable funding base would support the in-
frastructure necessary for many projects, and provide
a set of resources that could be reused with little effort.
The personnel support would remove many distrac-
tions for the researchers, and allow them to focus on
the research itself. With luck, future funding in com-
puter security research will support such a long-term
infrastructure.

4.3 Industry

Industry has several roles to play in the future of
computer security.

The first role is that of solution provider. The com-
puter security industry has grown remarkably rapidly
in the past 10 years to meet the demand for protection.
The tools developed range from desktop anti-malware
(popularly called “anti-virus”) tools to enterprise-wide
unified threat management tools. These tools have

become very sophisticated and effective.

One problem is the need to keep up with all the
vulnerabilities and other threats being found. Con-
sider vulnerabilities. The industry has attempted to
develop mechanisms for “responsible disclosure” of
vulnerabilities, to give companies time to remediate
the flaws before they are publicly announced. Con-
siderable debate has arisen over what “responsible
disclosure” means. Some see withholding information
about vulnerabilities as necessary, to enable vendors
to protect their customers and, through that, the cus-
tomers to protect their users. Others see it as denying
the customers information they need to protect their
systems and users, because they could monitor their
systems for attempts to exploit the vulnerability. The
most cogent observation arising from this debate is
that there is no single solution, and each set of circum-
stances will control what type of notification is most
appropriate. This debate will become more important
(and undoubtedly more heated) as time passes and
more critical vulnerabilities are discovered.

One specific future development has already begun:
interoperation conventions. The anti-virus community
has developed a common naming scheme for malware,
in order to be able to describe what their tools do and
to simplify communication among themselves. The
MITRE Corporation has created naming schemes for
vulnerabilities, threats, and exposures (the Common
Weakness Enumeration system [88] and the Common
Vulnerabilities and Exposures system [89]) that allow
vendors to name vulnerabilities their tools and patches
work with. It also allows consumers to compare tools
based on what vulnerabilities the tools find.

Interoperation is also extending to other security
tools. Various frameworks have been developed to al-
low intrusion detection system vendors to exchange
patterns used by intrusion detection systems [90].
While none of these has yet gained acceptance, interop-
erability will become important enough to customers
that, at some point in the future, either a common lan-
guage will be adopted or translation mechanisms will
be created to perform conversions between vendors’
languages.

The second role is that of solution user. Industries
have an interest in protecting their systems and confi-
dential data from attacks. If successful, such attacks
could reveal trade secrets or disable key systems, dam-
aging the company’s ability to meet its commitments.
The importance of good security policies is increasing,
and will continue to do so. This means risk assessments
will become critical, because they affect the trade-
offs that are embodied in the security policies. Also,
companies will pay more attention to implementing
security controls, and how effectively those controls
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enforce their security policy.

The insurance industry will help this process along.
Because the costs of compromise may be very expen-
sive, companies will want to insure themselves against
loss from attacks. The insurance industry will want to
sell policies to protect firms and organizations (and
possibly individuals) from this type of loss. In order
to be confident that they will be able to make a profit,
the insurance firms must assess risk (ideally indepen-
dently of any risk assessment made by the customer).
It may then require that the company to be insured
take measures to reduce the risk to the level that the
insurance company considers acceptable. So, as insur-
ance becomes available, the risk reduction measures
required by the insurance companies may well improve
the state of the practice of security.

5 Conclusion

For many years, computer security was an orphan.
It was an obscure academic discipline, seen as too
applied and something that would cease to be a small
part of better-known disciplines. But institutions that
relied on computers for critical operations had early on
identified computer security as a serious problem. The
Ware report in 1970 [91], followed by the Anderson
report in 1972 [92], laid out the parameters of the
problem in a government environment. This led to
the development of the Bell-LaPadula model [93], and
studies of how to examine systems for vulnerabilities
[94, 95]. With this work, the field of computer security
grew into a recognized discipline.

Now the field of computer security touches every
aspect of our lives. Electronic commerce relies upon
secure connections and trusted endpoints. Identity
theft is now widely perceived as a serious problem. In
the U.S., electronic voting systems, once considered
far more trustworthy and accurate than voting with
paper, are now widely distrusted in large part due
to a series of studies that found severe security and
assurance problems in those systems.

The field has had remarkable successes. It has also
had remarkable failures. The quest for a universal
public key infrastructure has already been described.
So has the quest for a secure or trustworthy system.
The ideas and principles are well understood; formal
methods, and less formal assurance techniques, can
provide evidence of correctness and satisfaction of
specifications; then one need only implement the sys-
tem. Yet to date, no such general-purpose system has
been developed.

From this failure, though, we have learned. Part
of the reason for the failure is too broad a vision. In

practice, writing specifications for a general-purpose
system requires knowing how that system will be
used; and the purposes to which it is put are often
contradictory. Thompson’s [98] delightful essay on
trusting trust demonstrates the problems of trusting
implementations. We are discovering the limits of what
can be done.

We learn from failure. Indeed, we probably advance
more because of failures that show us the limits of
what can be done, and problems with what we try,
because these suggest ways to achieve our goal. In
the future, it is imperative that we not discard failed
experiments and theories. We must examine them,
understand why they failed, and thereby learn from
that failure.

Any prognostication about the future places the
predictor at risk. The predictor extrapolates from ex-
isting trends. Unless the predictor is truly a psychic, or
can see into the future, unexpected events and devel-
opments, or the appearance of true genius, can render
the predictions incorrect. So can misreading the past.
So the above speculations about the future of com-
puter security should be treated as just that: informed
speculation that may, or may not, be accurate.

Ultimately, computer security is about people. The
theory, models, and technology we develop and use in-
teract with individuals, and society as a whole, often
in unexpected ways. Notions of “security,” “privacy,”
and “assurance” evolve to match those notions in soci-
ety. Conflicts arise. Indeed, societies that co-exist may
define these concepts very differently. For example,
the United States’ notion of security is primarily about
personal rights, but many other societies use a notion
of security being primarily economic. The point is not
to claim any particular view as “right” or “wrong.”
The point is that the mechanisms used to support the
different notions of “security” will themselves differ.

This is actually a benefit, not a problem. Societies
that experience these conflicts grow as ideas that do
not work are discarded, and replaced by new ideas
synthesized from the success and failure of older ideas.
Societies that are unable to adapt to new ideas, and
try to suppress them, tend to collapse. Societies that
adapt tend to survive and prosper.

Perhaps that is the future of computer security: to
exist in a realm of conflicting definitions of “security.”
No single notion of security or privacy will dominate.
Instead, the mechanisms supporting the different no-
tions must co-exist. How they will interoperate, and
the results of those interactions, will define the future
of computer security.
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