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A B S T R A C T

In this paper a steganalysis method is proposed for pixel value differencing
method. This steganographic method, which has been immune against
conventional attacks, performs the embedding in the difference of the values of
pixel pairs. Therefore, the histogram of the differences of an embedded image
is different as compared with a cover image. A number of characteristics are
identified in the difference histogram that show meaningful alterations when
an image is embedded. Five distinct multilayer perceptrons neural networks
are trained to detect different levels of embedding. Every image is fed in to
all networks and a voting system categorizes the image as stego or cover. The
implementation results indicate an 88.6% success in correct categorization of
the test images.

c© 2009 ISC. All rights reserved.

1 Introduction

Steganography is an art of sending a secret message
under the camouflage of a carrier content. The carrier
content appears to have normal ("innocent") mean-
ings. The goal of steganography is to mask the very
presence of communication, making the true message
not discernible to the observer [1]. Steganography
is different from classical encryption, which seeks to
conceal the content of secret messages. Steganogra-
phy is about hiding the very existence of the secret
messages [2].

Three different aspects in information hiding sys-
tems contend with each other: capacity, security, and
robustness. Steganographic method strives for high
security as well as capacity, and robustness usually
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is not of main concern [3]. Digital watermarking is a
technique which allows an individual to add hidden
copyright notices or other verification messages to
digital audio, video, or image signals and documents.
Such hidden message is a group of bits describing in-
formation pertaining to the signal or to the author of
the signal (name, place, etc.). Hence, the main differ-
ence between steganography and watermarking is the
information that has to be secured. In a steganogra-
phy technique the embedded information is of much
importance where as in watermarking the cover image
is important. Also, steganography is different from
classical encryption, which seeks to conceal the con-
tent of secret messages. Steganography is about hid-
ing the very existence of the secret messages [2]. While
different communication mediums, such as text, audio
and video, can be used for steganography, embedding
data in images have been the subject of many studies.
Basic elements of steganography in images are shown
in Figure 1 [4]. The carrier image in steganography
is called the "cover image" and the image which has
the embedded data is called the "stego image". The
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Figure 1. Typical elements of any steganographic method.

embedding process is usually controlled using a se-
cret key shared between the communicating parties.
This key ensures that only recipients who know the
corresponding key will be able to extract the message
from a stego image.

With an increase in popularity of steganographic
methods, a new field of steganalysis is established
which is amid at distinguishing the presence of
steganography. A successful attack is one which de-
tects the presence of hidden data in a stego image.
Most steganalytic methods use changes in the statis-
tical characteristics of an image to detect the pres-
ence of embedded data. There are two approaches
to the problem of steganalysis, one is to come up
with a steganalysis method specific to a particu-
lar steganographic algorithm (special attacks). The
other is developing techniques which are indepen-
dent of the steganographic algorithm to be analyzed
(blind attacks) [5].

There are two kinds of image steganography tech-
niques: spatial-domain and transform domain based
methods. Spatial-domain based methods embed mes-
sages directly in the intensity of pixels of images [6,
7]. For transform domain based techniques, images
are first transformed to another domain (such as the
frequency domain), and messages are then embed-
ded in transform coefficients. DCT transformation is
the most important transform domain that is used
in these methods. Steganography techniques such as
Jsteg, Outguess and F5 use this domain for data em-
bedding [8, 9].

A popular digital steganography technique is the
so-called least significant bit (LSB) replacement.
With the LSB replacement technique, the two par-
ties in communication share a private secret key that
creates a random sequence of samples of a digital
signal. The encrypted secret message is embedded
in the LSB’s of those samples of the sequence. This
digital steganography technique takes the advantage
of random noise present in the acquired images [1].
Many reliable steganalytic methods have been de-
vised for LSB flipping technique. The production
of Pair of Value (PoV) in the histogram of a stego
image is the main weak point of the LSB flipping.
The presence of PoV has allowed many steganalysis

methods, such as x2 and RS, to successfully attack
LSB flipping [10,11].

Wu and Tsai [12] presented a steganographic
method based on Pixel Value Differencing (PVD).
They divide the cover image into a number of non-
overlapping two-pixel blocks. Each block is catego-
rized according to the difference of the gray values of
the two pixels in the block. A small difference value
indicates that the block is in a smooth area and a
large one indicates that it is in an edged area. The
pixels in edged areas may tolerate larger changes of
pixel values than those in the smooth areas. There-
fore, it is possible to embed more data in edged areas
than in the smooth areas. All possible difference
values are classified into a number of ranges. The
number of bits that are to be embedded in a pixel
pair depends on the width of the range that the dif-
ference value belongs to. PVD is immune against the
attacks that scrutinize changes in spatial domain [11]
or changes in the histogram [10].

In [13] another method based on PVD is proposed
which tries to increase the embedding capacity of
PVD. In this version the image blocks are catego-
rized based on the calculated pixel differences into two
groups of smooth and edge. A block with difference
less than a threshold is a smooth block; otherwise, it
is an edge block. LSB embedding is used for smooth
regions and PVD embedding for edged areas. We re-
fer to this method as the enhanced PVD approach as
opposed to the basic PVD approach discussed in [10].
Sabeti et. al [14] have successfully attacked basic PVD
and the enhanced version of PVD.

In a paper by Zhang [15], PVD was successfully at-
tacked. This was done by analysis of the histogram of
the stego-image. Zhang has also proposed a modified
version of PVD, where the shortcomings of basic PVD
are alleviated. In this method, instead of fixed ranges
used in the original PVD method, variable ranges are
used. We refer to this process as the modified PVD
(MPVD). So far, no attack has been devised against
MPVD.

Generally, blind steganalytic methods use clas-
sifiers. These classifiers are trained using a set of
cover and stego images obtained from a number of
steganographic methods. Classification is based on
alterations in a number of characteristics of the nat-
ural images due to the embedding process. A number
of researchers have used classifiers for steganaly-
sis [16, 17, 18, 19, 20, 21]. These techniques have used
numerous feature sets and classification methods
such as neural networks, support vector machines
and Fisher Linear Discriminator. The goal of these
methods is to discover a group of embedding algo-
rithms. There are also methods that use classifiers,
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Figure 2. Example of an image.

Figure 3. Vectorized image

and are devised to attack a specific steganographic
method [22].

In this paper, we propose a steganalysis method
which attacks and successfully identifies the existence
of MPVD embedding. In this attack, we have used
neural networks for classification purposes. The or-
ganization of the paper is as follows. In section 2,
PVD and MPVD algorithms are reviewed. Statisti-
cal changes that occur in an image due to the MPVD
embedding are analyzed in section 3. The proposed
steganalysis is detailed in section 4. The implementa-
tion results of the proposed method are presented in
section 5. Conclusions appear in section 6.

2 Pixel-Value Differencing Steganog-
raphy

The cover images used in the PVD method are sup-
posed to be 256 gray-valued ones. A difference value d
is computed from every non-overlapping block of two
consecutive pixels, say pi and pi+1 of a given cover
image. Partitioning the cover image into two-pixel
blocks runs through all the rows of each image in a
zigzag manner. In Figure 2, an example of an image
is shown. The two-pixel blocks that are constructed
by zigzag scanning of the example image is shown in
Figure 3.

Assume that the gray values of pi and pi+1 are gi

and gi+1, respectively; then d is computed as gi+1−gi,
which may be a number ranging from -255 to 255.
A block with d close to 0 is considered to be an ex-
tremely smooth block, whereas a block with d close
to -255 or 255 is considered as a sharply edged block.
The method only considers the absolute values of d
(0 through 255) and classifies them into a number of
contiguous ranges, such as Rk where k = 1, 2, ..., q.

The lower and upper bound values of Rk are denoted
by lk and uk, respectively, where l1 is 0 and uq is 255.
The width of Rk(wk) is uk − lk + 1. In PVD method,
the width of each interval is taken to be a power of 2.
A practical set of intervals may be:
[0, 7], [8, 15], [16, 31], [32, 63], [64, 127], [128, 255]

Every bit in the bit stream should be embedded
into the two-pixel blocks of the cover image. Given a
two-pixel blockB with gray value difference d belong-
ing to kth range, then n bits can be embedded in this
block, and can be calculated by n = log(uk + lk + 1)
which is an integer. A sub-stream S with n bits is
selected next from the secret message for embedding
in B. A new difference d′ then is computed by:

d′ =

 lk + b, if d ≥ 0;

−(lk + b), if d < 0.
(1)

where b is the value of the sub-stream S. Because
the value b is in the range from 0 to uk − lk , the
value of d′ is in the range from lk to uk. If we replace
d with d′, the resulting changes are presumably un-
noticeable to the observer. Then b can be embedded
into pixels pi and pi+1 in a manner that the new
pixel values produce a difference of d′. The new gray
values (g′i, g

′
i+1) are obtained for the pixels in the

corresponding two-pixel block (p′i, p
′
i+1) of the stego-

image. The embedding process is finished when all
the bits of the secret message are embedded. The
calculation for computing (g′i, g

′
i+1) from the original

gray values (gi, gi+1) of the pixel pair is based on a
function f((gi, gi+1),m), which is defined to be

(g′i, g
′
i+1) = f((gi, gi+1),m) = (gi − dm/2e, gi+1 + bm/2c), if d is odd;

(gi − bm/2c, gi+1 + dm/2e), if d is even.

(2)

where m is d′ − d. Obviously embedding is only
considered for pixels whose new pixel values would
fall in the range of [0,255].

In order to increase the security of the simple PVD
method, another group of researchers proposed a
modified PVD method [15]. In this method, instead
of fixed ranges used in the original PVD method,
variable ranges are used. In other words, the ranges
corresponding to different blocks are differently de-
fined according to a secret key β ∈ [0, 1]. This param-
eter is selected pseudo-randomly for each block, then
lower and upper bound of ranges are calculated by:

l′k = lk + bβ.wkc
u′k = uk + bβ.wk+1c

(3)

where k is a range index. If l′k ≤ |d| ≤ u′k(k > 1),
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a total of log2 (wk) secret bits are embedded into the
corresponding block. Convert the secret bits into a
decimal value b, and calculate

d′ =


argmin(|e− d|)

l′
k
≤e≤u′

k
, mod (e,wk)=b

, if d > 0;

−[ argmin(|e− d|)
l′
k
≤e≤u′

k
, mod (e,wk)=−b

], if d < 0.
(4)

In other words, d′ is the value that is closest to d
among all values in the same range having a residue
b mod wk. If 0 ≤ |d| ≤ u′0, calculate d′ from the
decimal value b representing log2(w0) secret bits, as
follows:

d′ = argmin(|e− d|)
−u′0≤e≤u′0, mod (e,w0)=b

(5)

Then we modify the two pixels using equation 2.
As in the simple PVD method, the larger the values
of d, the more the secret bits are embedded.

On the extraction side, b can be restored simply as
follows:

b =

{
mod (d′, w0), if 0 ≤ |d′| ≤ u′0;
mod (d′, wk), if l′k ≤ |d′| ≤ u′k(k > 0).

(6)

3 MPVD Statistical Alteration of Im-
age

Despite the claims of the designers of the basic PVD
algorithm about the resilience of the method against
known attacks, two steganalysis methods, so far, have
been presented for it [14,15]. In both attacks an anal-
ysis of the histogram has been employed. Since the
embedding in PVD is not done directly in the pixels of
the image, the histogram of the image does not show
any pronounced modifications. PVD embeds the data
in the difference of pixels hence scrutiny of the pixel
difference histogram (PD histogram) is the main tool
in our analysis. As an example, Figure 4 shows the
PD histogram of Lena after 100% embedding using
basic PVD. The deformities in the histogram in terms
of grouping of certain bins are apparent.

In the basic PVD, the lengths of different inter-
vals, wk, are fixed. The new pixel difference, d′, is
computed in such a manner that the data can be ex-
tracted from d′ mod wk. Since the length of an in-
terval has to be a power of 2, the number of bits of d′

is dependent on wk. Embedding is done in the least
significant bits of the pixel difference of a block. In
other word, basic PVD is very similar to LSB flip-
ping method. This explains the groupings of the PD
histogram bins, which are similar to the pairing phe-

Figure 4. Pixel difference (PD) histogram of Lena with 100%

PVD embedding.

nomenon that happens in the LSB flipping method.
The only difference is that in the LSB flipping, there is
pair-wise flatness among certain histogram bins, and
in PVD there is group-wise flatness among adjacent
bins. This effect has been used for an effective attack
which employs x2 tools [14].

In [15] after presenting a successful attack to the
basic PVD, a modified version of PVD (MPVD) is in-
troduced. It is claimed that the bin grouping as hap-
pens in the basic PVD does not occur in the MPVD.
The only difference is that in MPVD, the lengths of
the ranges are randomly selected and are not neces-
sarily powers of 2. Embedding in MPVD is not in
the LSBs of pixel differences and hence the grouping
(pairing) effect does not occur. Therefore, MPVD is
secure when attacked by [14]. The steganalysis’s re-
sult is shown in Figure 5 for Lena image. Figure 5(a)
shows the PD histogram of Lena after 100% embed-
ding using basic MPVD and 5(b) shows result of Sa-
beti et al. [14] attack on this image. Probability of
embedding is zero, so this attack is unsuccessful in
MPVD embedding detection.

In [15] it is shown that although the proposed his-
togram analysis is successful in attacking the sim-
ple PVD, MPVD defeats this steganalysis method.
Therefore, MPVD is secure against the attacks of
[14] and [15], which are specifically designed for PVD
based methods. On the other hand, there are several
blind attacks designed to detect a host of different
steganography methods. Many of the parameters that
are used in the blind methods are extracted from the
image histogram. MPVD has the advantage of not
producing perceptible effects on the image histogram.
Hence, it is expected that the blind attacks not defeat
MPVD embedding. Even if a blind method could de-
tect MPVD, its overall accuracy is much lower than
that of a specially designed MPVD steganalysis [5].
This is why we attempt to propose a special steganal-
ysis method which successfully identifies the existence
of MPVD embedding.
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(a) (b)

Figure 5. (a) PD histogram after MPVD embedding in Lena, (b) result of [14] attack on Lena image.

Figure 6. PD histogram of Lena: a Gaussian distribution.

It has been observed that the PD histogram for reg-
ular images with no embedding has a Gaussian distri-
bution [23]. Figure 6 shows the Gaussian shape of the
PD histogram of the Lena image. It is expected that
the PD histograms for stego images would be different
than usual images and would have distributions dif-
ferent than Gaussian. To distinguish the dissimilarity
between the histograms, we need a criterion. For im-
ages using a number of tests, the mentioned dissimi-
larities can be parameterized and a threshold can be
obtained to separate cover and stego images. In most
cases, finding the appropriate threshold is not possi-
ble. Using learning methods based on neural nets is
a possible solution. A neural net is trained using the
characteristics of a set of cover and stego images. Af-
ter the training phase, the neural net is fed with the
characteristics extracted from images of a test set,
and can distinguish between stego and cover images.

4 Proposed Steganalysis

The first step is to find a set of image characteristics
that alter due to embedding. Based on the behav-
ior of MPVD, it is expected that the PD histogram

Figure 7. Block diagram of proposed steganalysis.

can provide the required characteristics. We need to
search for characteristics that drastically alter when
cover is embedded to form a stego image. These char-
acteristics should not vary when a stego image is re-
embedded. Therefore, the overview of the attack is as
shown in Figure 7.

Diagram of Figure 7 can be explained when con-
sidering that a suspected image I is under analy-
sis. An appropriate feature is extracted from the PD
histogram. This is done by the block that is called
PD Histogram parameter Extraction. The features un-
der consideration will be explained shortly. The sus-
pected image also goes through an embedding pro-
cess, where with MPVD algorithm, 100% of its capac-
ity is used for embedding to generate image I ′. Also
extracted are characteristics from the PD histogram
of I ′. Now we need to define the type of character-
istics and the structure of the classifier. A study of
the PD histogram of a number of images after one
and two embeddings is needed to reveal the required
characteristics. Figures 8 and 9 show two examples
from our studies. What are shown are the original
PD histograms and PD histograms after one and two
embeddings in the Lena and Boat images. Also, the
differences between the PD histograms after each em-
bedding are shown.

As it was expected, PD histograms have a Gaussian
distribution before embedding is performed. Even
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(a) PD histogram of original image. (b) PD histogram after one embedding. (c) PD histogram after two embeddings.

(d) Difference between PD histograms of (a) and (b). (e) Difference between PD histograms of (b) and (c).

Figure 8. Results from testing with Lena image.

(a) PD histogram of original image. (b) PD histogram after one embedding. (c) PD histogram after two embeddings.

(d) Difference between PD histograms of (a) and (b). (e) Difference between PD histograms of (b) and (c).

Figure 9. Results from testing with Boat image.
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though after MPVD embedding, there are no group-
ing and deformities occurring in the PD histogram,
there are apparent dissimilarities in the distribution
of these histograms. On the other hand, if we per-
form the embedding two times on a single image, the
PD histogram after the first time of embedding and
the PD histogram after the second time of full capac-
ity embedding have the same type of distributions.
Hence, we need a parameter that shows the differ-
ence between the PD histogram of a cover image as
well as a stego image, and also show the similarity
between the PD histogram of a stego image and a
stego image which is re-embedded within MPVD.

Based on the above discussions, we can suggest a
parameter based on the values of the three central
bins of the PD histogram. Obviously, on such basis,
a number of different formulations can be suggested,
of which we only consider one.

Suppose that d0, d1 and d−1 are respectively the
values of ’0 ’1’, and ’-1’ bins of the PD histogram.
Parameter Q can now be formulated as:

Q = d0−
d1+d−1

2
d0+d1+d−1

In computing the value ofQ, the difference between
the value of ’0’ bin with the average of the other two
bins is of interest. This value, which can vary for dif-
ferent images, is normalized with the sum of the three
mentioned bins. For images with no embedding it is
expected that Q is a large number. For stego images,
Q should have a small value. The value of Q is com-
puted for a given image I, and is labeled as QI. Then
the image I is embedded using MPVD to produce
image I ′. The subsequent value of Q extracted from
image I ′ is labeled as QI ′.

In Table 1, we have a list of the parameters used
for training the neural network. The ith bin of the
PD histogram of images I and I ′ respectively have
the values di and d′i. As mentioned before, we need
to look at bins -2 to 2. The differences between two
neighboring bins in the mentioned range are also of
interest. The rest of the bins of the PD histogram,
outside of the region of interest, are not considered.
Beside the values of the bins of the PD histogram, we
are also considering the values of QI, QI ′ and their
ratios.

The classifier that was employed is shown in Figure
10. In our proposed method, artificial neural network
(NN) [24] is used for the classification purposes. Multi
Layer Perceptron (MLP) is a layered feed forward net-
work typically trained with static backpropagation.
It is expected that the powerful learning capability of
the NN will outperform the linear classifiers [20].

The purposed classifier structure consists of five

Table 1. Image feature set.

Features Quantity

di(−2 ≤ i ≤ 2) 5

di+1 − di(−2 ≤ i ≤ 1) 4

d′
i(−2 ≤ i ≤ 2) 5

d′
i+1 − d′

i(−2 ≤ i ≤ 1) 4

QI 1

QI′ 1

QI/QI′ 1

Figure 10. Structure of the suggested classifier.

MLP networks. Each MLP network is dedicated to
distinguish a certain amount of embedding. For ex-
ample, the MLP network that is labeled as NN20 is
trained to detect images with 20% embedding. By
x% embedding we mean that x percent of the image
blocks is selected randomly and then the embedding
process is done for these blocks. For example 20%
embedding in MPVD means that 20% of the 2-pixel
blocks are selected for embedding. But how many bits
are embedded in each block depends on the differences
of the grayscale intensities of the pixel pair. If the dif-
ference is high then MPVD embeds more bits. This
network is trained to produce positive values for cover
images, and negative values for images with 20% em-
bedding. Similarly, other networks labeled as NN40,
NN60, NN80 and N100 respectively detect 40% to
100% embedding. All of the networks shown in Figure
10 are MLPs which differ from one another by their
hidden layers and the number of epochs required for
their training. Table 2 shows the common features
of the 5 networks of Figure 10. Each network has 21
processing elements (PEs) at its input, 8 PEs in its
hidden layers and one PE at its output. The specific
characteristics of each of these networks are shown in
Table 3.

To differentiate between a cover and a stego image,
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Table 2. Common specifications of employed neural nets.

Attribute Value

Neural model Multilayer Perceptrons (MLP)

Learning algorithm Back Propagation

Input PEs 21

Hidden PEs 8

Hidden transfer function Hyperbolic tangent

Output PEs 1

Output transfer function Linear Hyperbolic tangent

Table 3. Specifications of individual neural nets.

Network Hidden Layers Epochs

NN20 3 60000

NN40 2 50000

NN60 2 30000

NN80 1 50000

NN100 1 30000

the extracted image feature set is applied to the in-
puts of the five networks of the classifier. A voting pro-
cess is conducted among the outputs of the networks.
At least three positive outputs are required to declare
an image as stego. Otherwise, the image is considered
as cover. In this case zero is selected as threshold,
but this threshold could be modified. Each network
is trained separately with a specific amount of em-
bedding. The trained networks react differently when
they are exposed to test images that contain amounts
of embedding that are not trained for. Hence, the vot-
ing process alleviated this problem.

5 Implementation Results

In this section, we present the results obtained from
implementation of the suggested steganalysis. The
first step in implementation of the method was to ex-
tract the feature set using Matlab 7.1. The second
step was the implementation of the neural networks
using NeuroSolution 5.05. To train the classifier, we
need extracted features both from stego and cover im-
ages. The train and test sets consisted of 200 images.
Images of this data set are selected randomly from
The Internet. Hence the images possessed a wide va-
riety of visual characteristics. These images have dif-
ferent sizes and types (JPG, BMP, etc.). Each image
was embedded with 6 different levels of embedding.
This means that 1200 cases were used for training and
testing the classifier.

Table 4. Results from testing each neural net.

Network True Positive (TP) False Positive (FP)

NN20 43 12

NN40 47 10

NN60 46 3

NN80 49 1

NN100 48 0

Table 5. Results of testing the proposed classifier.

Embedding Percent

of Test Images

Cover Stego Accuracy

0 48 2 96%

20 40 10 80%

40 15 35 70%

60 4 46 92%

80 2 48 96%

100 1 49 98%

Each network was individually trained with fea-
ture sets extracted from 150 cover and 150 stego
images embedded with the required percentage of
capacity. The trained classifier was then fed within
the 50 test images. Each test image was once used
as the cover and five times, at different levels of em-
bedding, was used as a stego image. Table 4 shows
the results obtained from each trained network when
tested with cover images and stego images embedded
with amounts of data that the network was trained
for. These results were obtained for positive voter
outputs indicating stego-images; negative outputs
showed cover images (threshold = 0). The true pos-
itive (TP) results are those stego images that were
correctly identified and hence, false positive (FP) are
those cover images that are identified as stego. We
need higher values for TP and lower values for FP.

The proposed classifier was eventually tested with
the entire mentioned test set, which contained 50
cover, and 50 differently embedded percentages. Ta-
ble 5 shows the results from these tests. In these re-
sults images with 20 percent embedding or less are
considered as cover images and the threshold is taken
to be zero.

Let us assume that the number of cover images
that are tested is N , and the number of stego images
is P . If TN is the number of cover images that are
correctly identified (true negative), then we can define
the accuracy of the classifier as the follows:

Accuracy = (TP+TN)
(P+N)
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Figure 11. ROC curve for true-positive vs. false-positive cases.

The results shown in Table 5 show the high accu-
racy of the proposed method when the amount of em-
bedding is above 50%. Cover images were identified as
containing no embedding with high accuracy. Over-
all, according to Table 5, we tested 200 stego and 100
cover images. Stego-images were produced by 40, 60,
80 and 100 percent embeddings. On the other hand,
cover images had 0 and 20 percent embeddings. The
results that are shown in Table 5 indicate that 88 im-
ages were correctly identified as cover, and 178 images
as stego. Hence, with P = 200, N = 100, TP = 178,
and TN = 88 we can calculate the overall accuracy
of the classifier as 88.6%.

In Figure 11, the obtained receiver operating char-
acteristic (ROC) curve is illustrated, which shows how
the true-positive and false-positive cases vary as the
output threshold changes. In [25], it is argued that
a reasonable one-dimensional measure of the perfor-
mance is the false positive rate when the true-positive
rate is 50%. Figure 11 shows that when the true-
positive rate is 50%, the false-positive rate is 4%. This
rate indicates the high accuracy of our method.

6 Conclusion

The steganographic method that was attacked in this
paper, MPVD, embeds the secret data within the dif-
ferences of pairs of pixels. This is unlike the meth-
ods which embed their messages into the LSB of pix-
els. Therefore, conventional attacks that are based on
analysis of the histogram of the image are not capable
of detecting the MPVD embedding.

In this paper we proposed that rather than ana-
lyzing the histogram of an image, we should consider
the histogram of the differences of pixel pairs (PD
histogram). It was shown that the PD histogram of
a cover image is different than that of a stego image.
The difference between these two histograms is char-
acterized with a feature set of 21 elements. Using a

classifier with 5 neural networks, we were able to dis-
tinguish stego images from the covers with an overall
accuracy of 88.6%. This accuracy is true when im-
ages with embedding more than 20% are tested. With
changing threshold, when the false negative rate is
50%, false positive rate is 4%. This shows that de-
signed classifier is very successful in MPVD detection.
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