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A B S T R A C T

A novel feature extraction algorithm using Otsu’s Threshold (OT-features) on
scrambled images and the Instantaneous Clustering (IC-CBIR) approach is
proposed for Content-Based Image Retrieval in cloud computing. Images are
stored in the cloud in an encrypted or scrambled form to preserve the privacy
content of the images. The proposed method extracts the features from the
scrambled images using the Otsu’s threshold. Initially, the Otsu’s threshold is
estimated from the scrambled image and based on this threshold the image is
divided into two classes in the first iteration. Again, the new threshold values
are estimated from two classes. The difference between the new threshold
and the previous threshold gives two features. This process is repeated for L
number of iteration to obtain the complete OT-features of the scrambled image.
This paper also proposes an instantaneous clustering approach (IC-CBIR)
where the image is moved into a cluster as soon as the image is uploaded by
the image owner. Therefore while retrieving the images, the images near to a
particular cluster are matched instead of matching with a complete set of image
features in the dataset which reduces the search time. The performance of the
proposed algorithm is being tested using four different types of the dataset
such as Corel 10K, Misc, Oxford flower, and INRIA Holidays dataset. The
experimental evaluation reveals that the proposed method outperforms better
than the traditional CBIR algorithm on encrypted images in terms of precision,
time of search and time of index construction.

c© 2020 ISC. All rights reserved.

1 Introduction

D ue to the large storage capacity provided by the
cloud service provider, outsourcing of image to
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cloud and retrieval of the image by Content-Based
Image Retrieval (CBIR) [1–3] has become very attrac-
tive. Extracting the feature on encrypted images is a
major concern in cloud content-based image retrieval.
Cloud computing [4, 5] has become more prevalent
in different fields because of its high storage ability.
A large number of cloud service providers are avail-
able such as Amazon cloud drive, Google, Flicker,
Apple in cloud, etc. Content-based image search and

ISeCure



2 OT-Feature Extraction on Scrambled Images with Instantaneous Clustering for ... — Nalini and Shatheesh

retrieval are essential functions in searching and re-
trieving images from cloud storage. Such content-
based image retrieval [6–8] is used in a wide range of
applications such as medical image diagnosis, crim-
inal investigation, biometric search, personal image
management, etc. Privacy-preserving is a significant
concern in a cloud computing paradigm. Because the
photos/images that are uploaded to the cloud stor-
age may contain sensitive/confidential information
and this sensitive information may make the cloud
user to minimize the use of cloud storage. In content-
based image retrieval from the cloud server, the user
directly uploads the query images which can contain
sensitive information. Also, the image outsourced by
the image owner will be stored in the cloud server
without encryption, where an untrustworthy cloud
server can view the sensitive information of the image
owner and image user.

Image encryption [9, 10] is one of the techniques
that preserve the confidentiality of an image. In this,
the user can encrypt the image using a key which con-
verts the plain image into a cipher image. This cipher
image which is uploaded to the cloud storage can
preserve the sensitive information of users since the
image in cloud storage is available in encrypted form.
The owner’s image is also stored in the cloud server in
encrypted form and the features are extracted from
the encrypted image and index is constructed using
the extracted features. When the user sends an en-
crypted image request for retrieval, the feature is
extracted from the encrypted query image and the
best match results will be returned to the user. The
encryption method makes the user and owner’s im-
age content more secure, but it is a challenging task
to extract the features from the encrypted images.
Several researchers are doing in content based image
retrieval from encrypted images and few of them are
discussed below.

Searchable Encryption (SE) techniques [11–14], al-
lows the user to search the query image over the en-
crypted dataset images. The SE technique such as
the Boolean search is most commonly used in retriev-
ing text documents. This technique is extended in
images which can extract the local features from all
the images available in the database and generate vi-
sual words by clustering process. The content of the
image is preserved by Min-hash and order preserving.

Erkin et al. [15] introduced a face recognition sys-
tem that recognizes the faces from the privacy pre-
served biometric faces. This method protects only the
confidentiality of the query image because the system
matches the feature of the signature extracted from
the encrypted query image with the un-encrypted im-
age present in the dataset. In [16], the images are en-

crypted with homomorphic encryption and the SIFT
[17] features are extracted from the encrypted im-
age. This methods [18, 19] has high computational
complexity since it needs 1-round communication be-
tween the cloud server and the user. SIFT algorithm
is commonly used in extracting the features from the
images. Privacy-Preserving SIFT [20] (PPSIFT) is
used to extract the features from the encrypted im-
ages. In this method, both the query image and the
owner’s image are initially encrypted to assure pri-
vacy preserving. This method performs a Difference
of Gaussian (DOG) transform on the encrypted im-
age. This DOG transform is similar to the transforms
such as DWT [21], and DCT [22] where the transform
is performed in encrypted images. This PPSIFT tech-
nique also focuses on the behaviour of DOG transform
in paillier cryptosystem. The PPSIFT algorithm can
extract local extrema features without performing
multiple rounds of communication between the cloud
server and the user. But this PPSIFT technique re-
quires a pre-communication for data synchronization.
In [23], similar to SIFT features, SURF features are
extracted from the encrypted images.

Lu et al. [24] compared the retrieval efficiency, pre-
cision and storage overhead by proposing a retrieval
algorithm based on homomorphic encryption. The
experimental results of Lu et al. show that the homo-
morphic encryption is time-consuming since it pro-
vides high security. Xia et al. proposed [25] an im-
age retrieval method which uses SIFT features and
Earth Movers Distance (EMD). The frequency his-
togram of the distance is calculated by the EMD
algorithm. Cheng et al. [26] used a Markov process
for image retrieval in the encrypted domain and this
method extracts the Markov features directly from
the encrypted image. Degang et al. [27] proposed a
quantization based image retrieval on three bit. This
method applies the asymmetric algorithm after as-
signing three bit to each dimension. This method
overcomes the privacy issues, but the complexity on
the user side is high. Bellafgira et al. [28] proposed a
feature extraction method in encrypted images and
Ferreira et al. [29] proposed an encryption scheme
for image retrieval which separately processes tex-
ture and color information. The protected color in-
formation is encrypted by deterministic encryption,
and the texture information is encrypted by the ran-
dom encryption algorithm. In this method, the color
histogram is used to extract image retrieval which
reduces the complexity of users.

In [30, 31], the features of the images are extracted
from the dataset images. After extracting the features,
pre-filter tables are created by locality sensitive hash-
ing to increase the speed of searching the query image.
The extracted features are protected by a secure kNN
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algorithm and the dataset images are protected by a
standard stream cipher. This method provides a way
to detect illegal distributions using a watermarked
based protocol. This method extracts the features in
four different ways such as Scalable Color Descrip-
tor (SCD), Color Structure Descriptor (CSD), Color
Layout Descriptor (CLD) and Edge Histogram De-
scriptor (EHD). The SCD descriptor represents the
features in HSV (Hue, Saturation and Value) color
space where it uses Haar transform-based encoding.
CSD descriptor uses a structuring window to detect
localized color distribution. The color structure his-
togram is constructed in Hue-Min-Max-Difference
(HMMD) color space. The EHD descriptor detects
the distribution of edges in the spatial domain.

In [32], the authors proposed an CBIR method in
cloud environment that uses orthogonal decomposi-
tion. In this method, the image is decomposed into
different components, where feature extraction and
encryption are performed separately. Therefore the
cloud server can extract the features from the en-
crypted Query image and matches with the features
present in the cloud server. In [33], the authors pro-
posed an image retrieval mechanism using improved
BoVM model. The improved BoVM model is derived
from Hamming embedding. The improved BoVM
model can refine the matching based on visual words
that provide binary signatures. This method also uses
orthogonal transformation, where the features of the
image are separated into two different components
where the distance comparison and encryption are
separately executed. Therefore the cloud server can
match the features of the encrypted Query image
with the encrypted images present in the cloud.

In this method [34], the authors proposed a multi-
ple Image Owners with Privacy Protection (MIPP)
based CBIR. Here the secure multi-party computa-
tion scheme is used to encrypt the image features.
Different image owners can encrypt their images with
their own keys. Therefore in image retrieval process,
the retrieved images contain the images that are up-
loaded by different sources. This method does not
provide a way to leak the image privacy of an im-
age owner to other owners. In [35], the authors pro-
posed a CBIR system for medical applications which
is termed as PPDP (Privacy preserving disease pre-
diction). The medical history of the parents are en-
crypted and outsourced to the cloud server. The out-
sourced encrypted data is used to train the prediction
models by single layer perceptron learning algorithm.

In [36], the authors proposed a method to repre-
sent an image with hash codes. The hash code rep-
resentation is the compressed representation of fea-
tures extracted by deep convolution. It uses deep

auto encoder to represent the features in compressed
representation. Light weight encryption is used for
encrypting the image before uploading to the cloud.
The features are extracted using pre-trained convolu-
tional neural network. A deep auto-encoder is used to
transform the extracted features to binary compact
codes. To retrieve the desired images Approximate
nearest neighbor search is used to search the images
in the dataset. In [37], the authors combine textual
and visual features for a CBIR system. This method
initially separates the query image features as non-
textual and textual features. The image is classified
as textual, if any text is present in the image and the
image is classified as non-textual if there is no text
present in the image. Visual salient features are ex-
tracted if the image is classified as non-textual. Bag
of Textual words are extracted if the image is classi-
fied as textual. The fused feature vector is obtained
by fusing the Bag of Textual words features and Vi-
sual salient features. The fused feature vector is used
to retrieve the images present in the dataset.

In [38], the authors have proposed a bag-of-
encrypted-words (BOEW) model for outsourced
CBIR. The images to be outsourced are encrypted
by color value substitution, block permutation and
intra-block pixel permutation. The cloud server then
estimates the local histograms from the blocks of the
encrypted image. The cluster centers are estimated
by clustering the local histograms. The BOEW model
is created using the feature vector of the images.
The image present in the cloud server is retrieved
using the query image by measuring Manhattan
distance. In [39], the authors proposed an robust im-
age hashing technique in finding the related content
in the encrypted images. This algorithm finds its
applications in finding child sexual abuse material,
terrorism related content and dangerous conspiracy
material. This algorithm is robust to small modifi-
cations in the image, and can be operated without
decipher the encrypted image. In [40], the authors
proposed an method for extracting the features from
the encrypted images by preserving the privacy of the
outsourced images. In this method, the cloud server
is assumed to be semi-honest. In [41], the authors
proposed an CBIR system, that focus on distance
threshold in classifying the images as retrieved image
from the dataset. It uses a statistical scheme to esti-
mate the number of features that intersect with the
query images and candidate images. After extracting
the features, Bhattacharyya distance (BD) is used to
measure the dis-similarity score that varies between
0 and 1.

Instead of encrypting the images, the proposed
scheme scrambles the images that are to be out-
sourced to the cloud. The rest of the research paper is
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being arranged into four sections. Section 2 shows the
system model for the proposed work and Section 3
shows the proposed feature extraction algorithm from
scrambled images for Content-based image retrieval.
The performance of the proposed feature extraction
algorithm is discussed in Section 4, and Section 5
depicts the conclusion of the paper.

2 Proposed Method
2.1 System Model

The system model of the proposed work contains
three different entities such as image owner, cloud
server and image user.

Image owner: Image owners are the people who
outsource the original image. There may be multiple
image owners. Consider an image owner contains n
number of images represented by,

X = {Xi}n
i=1 = X1, X2, . . . , Xn. (1)

The images X are scrambled by the image owner
using the key K and outsourced to the cloud server
in scrambled form as,

Y = {Yi}n
i=1 = Y1, Y2, . . . , Yn. (2)

In this scheme, a single image owner is being con-
sidered. If there are many image owners, the image
owners can scramble their image using their own
secret keys. So that the users can search the images
from all owners and only the authorized users can
descramble the search results.

Cloud server: The cloud server receives the scram-
bled image Y from the image owner and extract the
features using the Otsu’s threshold based feature ex-
traction algorithm. Let the features from n number
of the scrambled images be,

F = F1, F2, . . . , Fn. (3)

This feature vector F is extracted from the scram-
bled images Y . When an image owner upload an
ith image whose feature is Fi, the image is grouped
in a particular cluster. The indices are constructed
with the features F on the cloud server along with
the cluster number. When the search request in
scrambled form is received from the user, the cloud
server will extract the features from the scrambled
query image and searches the nearest cluster center
with similar features available in the index. The top
k search results (scrambled images) from the cloud
database will be returned to the user.

Image user: Image users are the authorized person
to retrieve the images from the cloud server. The

image user first scramble the query image using the
key K1 of the user and upload the scrambled query
image to the cloud. The cloud server returns the
top k best matched images to the image user. Using
the secret key K shared by the image owner the
retrieved scrambled images Y ′ is descrambled to view
the retrieved content X ′.

In the proposed scheme, the cloud provided is as-
sumed to be untrustworthy. Therefore the proposed
method prevents the cloud from learning the useful
information present in the image dataset (ownerâĂŹs
image) and query image (user image). This method
does not discuss the behaviour of the CBIR service
provider.

2.2 Architecture of Proposed Method

The block diagram of Otsu’s threshold based feature
extraction and instantaneous clustering for content-
based image retrieval in cloud computing is depicted
in Fig. (1). This method has three major entities such
as Image owner, Cloud server and Image user. Con-
sider that the image owner has n number of images
represented as X = {Xi}n

i=1 = {X1, X2, . . . , Xn},
the image owner scramble the image X using the
key K to obtain the scrambled images Y using the
position scrambling algorithm shown in Section 2.3,
where Y = {Yi}n

i=1 = {Y1, Y2, . . . , Yn} represents the
scrambled image. The image owner outsources the
scrambled image to the cloud server where the fea-
tures are extracted from the scrambled images using
the proposed Otsu’s threshold based feature extrac-
tion shown in Section 2.4. The features of n number
of images are represented as, F = {F1, F2, . . . , Fn}.
Using the features F , the clustering is performed and
the index is constructed. The clustering process is
instantaneous, i.e. the image with the feature Fi will
be moved to a particular cluster as soon as any im-
age has been uploaded by the image owner. It does
not require a complete set of features for the cluster-
ing process. The instantaneous clustering process is
explained in Section 2.6. The index, cluster number
and scrambled images (database) Y are stored in the
cloud server. During the image retrieval process, the
user scrambles the query image Q using the key K1
to obtain the scrambled query image QE and uploads
the scrambled query image QE to the cloud for image
retrieval. When the CBIR system receives the scram-
bled query image QE , it extracts the OT-features
from the scrambled query image QE using the Otsu’s
threshold based feature extraction shown in Section
2.4. Let the features extracted from the scrambled
query image be FQ . The CBIR system searches the
best match clusters for FQ using the cluster number
and index number.
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Figure 1. Block diagram of proposed Otsu’s Threshold based feature extraction (OT-features) and Instantaneous Clustering for
CBIR (IC-CBIR)

The scrambled database image corresponding to
the first k nearest Euclidean distance images in the
cluster will be returned to the user. Let the retrieved
scrambled images be represented as, Y ′ = {Y ′i }k

i=1
or {Y ′1 , Y ′2 , . . . , Y ′k}. The user can descrambled the
retrieved scrambled image Y ′ using the authorized
key shared by the image owner as shown in Section
2.7. The top k matched retrieved descrambled image
is represented as, X ′ = {X ′i}k

i=1 = {X ′1, X ′2, . . . , X ′k}.

2.3 Scrambling

This scheme scrambles the image using position
scrambling. Consider an original image I that con-
tains Red, Green and Blue components as IR, IG and
IB respectively. Let the size of the image be M ×N .
Using the key K, M ×N pseudo-random sequence
is generated. The component matrices IR, IG and
IB are converted in the form of the vector so that
the length of IR, IG and IB vector are M ×N . The
position of the elements in the vector IR, IG and IB

are changed based on the pseudo-random sequence
generated by the key K. The Key K = {K1,K2,K3}
is a 48 bit binary number, where the first 16 bits
forms key K1 is used to scramble the rows of the im-
age. The next 16 bits forms key K2 which is used to
scramble the columns of the image. The last 16 bits
K3 is used to scramble the complete sequence of the
image. The 3 stage scrambling is applied in a sequen-
tial order, starting from row scrambling followed by
column scrambling and finally complete scrambling.
Let Irc

R , Irc
G , Irc

B be the image that is scrambled using
key K1 and K2. Let the pseudo-random sequence
generated by key K3 be r = {r1, r2, . . . , rM×N}. The
scrambled sequence for the I ′R, I ′G and I ′B can be
generated using the random sequence as,

I ′R(r) = Irc
R ; I ′G(r) = Irc

G ; I ′B(r) = Irc
B (4)

After scrambling, the vector is converted in the
form of matrices having a size ofM×N to obtain the
scrambled image I ′ which has the components I ′R, I ′G
and I ′B respectively. Fig. (2) shows an example of the
original image and the scrambled image scrambled
by position scrambling.

The histogram of Red, Green and Blue components
of the scrambled image shown in Fig. (2) is depicted
in Fig. (3). The histogram remains unchanged before
and after scrambling since the intensity of the pixel
is unchanged.

2.4 Feature Extraction

The feature extraction algorithm extracts the fea-
tures iteratively by calculating the difference of Otsu’s
threshold obtained during different iteration. Con-
sider an scrambled image I ′ with Red, Green and
Blue components as I ′R, I ′G and I ′B respectively. Let
the pixels present in the Red image I ′R component be
represented as, {PR(l)}M×N

l=1 , whereM×N is the size
of the scrambled Red image component I ′R. Initially,
the entire pixels present in the image I ′R is considered
as a class CR, i.e.

CR = {PR(l)}M×N
l=1 = {PR(1), PR(2), . . .

, PR(M ×N)}. (5)

Estimate the Otsu’s threshold of the class CR. Let
the Otsu’s threshold be TR as shown in Fig. (4)(a)
(intensity corresponding to red line). During the first
iteration, group the class CR into two classes C11 and
C21. C11 contains the pixels whose intensity is less
than the initial Otsu’s threshold TR, i.e.
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Figure 2. Example of Original images and its scrambled form

Figure 3. Histogram of Red, Green and Blue component of Scrambled image

C11 = {P11(l)}U11
l=1 = {P11(1), P11(2), . . . , P11(U11)}

(6)
where 0 ≤ P11(l) ≤ TR and U11 is the number of pixel
whose intensity is less than or equal to the initial
threshold TR. Similarly, the class C21 contains the
pixels whose intensity is greater than the threshold
TR.

C21 = {P21(l)}U21
l=1 = {P21(1), P21(2), . . . , P21(U21)}

(7)

TR + 1 ≤ P21(l) ≤ 255 (8)

The initial class CR and first iteration classes C11
and C21 is related as,

CR = C11 ∪ C21 (9)

where,∪ represents the union operator. Estimate the
Otsu’s threshold for the two classes C11 and C21. Let
the Otsu’s threshold be T11 and T21 calculated from
the class C11 and C21 respectively as shown in Fig.
(4)(b) (intensity corresponding to green lines). At the
end of the first iteration, the feature of the image I ′R
is calculated as,

F1R = {TR − T11, T21 − TR}. (10)

During the second iteration, the class C11 is divided
into two classes C12 and C22. Similarly, the class C21
is divided into two classes C32 and C42. The class C12

contains the pixels whose intensity is less than the
first iteration threshold T11.

C12 = {P12(l)}U12
l=1 = {P12(1), P12(2), P12(3), . . .

, P12(U12)} (11)
where 0 ≤ P12(l) ≤ T11 and U12 is the number of the
pixel whose intensity is less than the threshold T11.
The class C22 contains the pixels whose intensity is
between T11 + 1 and TR.

C22 = {P22(l)}U22
l=1 = {P22(1), P22(2), P22(3), . . .

, P22(U22)} (12)
T11 +1 ≤ P22(l) ≤ TR and U22 is the number of pixels
whose intensity lies between T11 +1 and TR. Similarly,
the class C32 contains the pixels whose intensity lies
between TR + 1 and T21.

C32 = {P32(l)}U32
l=1 (13)

C32 = {P32(1), P32(2), P32(3), . . . , P32(U32)} (14)
TR + 1 ≤ P32(l) ≤ T21, where U32 is the number
of pixels whose intensity lies between TR + 1 and
T21. The class C42 contains the pixels whose intensity
greater than T21 + 1.

C42 = {P42(l)}U42
l=1 (15)

C42 = {P42(1), P42(2), P42(3), . . . , P42(U42)} (16)
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Figure 4. Otsu’s Threshold (a) Initial Threshold (b) First iteration

T21 + 1 ≤ P42(l) ≤ 255, where U42 is the number
of pixels whose intensity is greater than T21 + 1. At
the second iteration, estimate the threshold for the
four different classes C12, C22, C32 and C42. The
thresholds of the classes C12, C22, C32 and C42 are
represented as T12, T22, T32 and T42 respectively as
shown in Fig. (5)(a) (intensity corresponding to yellow
lines). The feature of the image I ′R is calculated at
the end of the second iteration as,

F2R = {T11 − T12, T22 − T11, TR − T22, T32 − TR,

T21 − T32, T42 − T21}. (17)

The same process is repeated for the L number of
iteration, to obtain the features F , Fig. (5)(b) shows
the Otsu’s threshold estimated in the third iteration
(represented as magenta lines).

FR = {F1R, F2R, F3R, . . . , FLR} (18)

FR = {TR − T11, T21 − TR, T11 − T12, T22 − T11,

TR − T22, T32 − TR, T21 − T32, T42 − T21, . . .} (19)

The number of features present in FR is NR =∑L
j=1 2j . The features extracted from the scrambled

Red component I ′R is FR. Similarly, the features
are extracted from the scrambled Green and Blue
components I ′G and I ′B is FG and FB . Therefore the
complete set of features from the scrambled image I ′
is

F = [FR FG FB ]. (20)
The total number of features from the scrambled
image I ′ be

NF = 3×NR = 3×
L∑

j=1
2j . (21)

The feature FR, FG and FB gives the spacing between
the thresholds obtained at different iterations for
Red, Green and Blue histogram. Fig. (6) shows the
classification diagram which represents the features
and threshold estimated at different levels.

2.5 Otsu’s Threshold Estimation

The Otsu’s threshold is estimated as follows.

Step 1 : Estimate the normalized histogram from
the class of pixels. Let the ith class of jth iteration is
represented as

Cij = {Pij(l)}Uij

l=1 (22)

Uij is the number of pixels present in the ith class
of jth iteration. Let the minimum intensity value
present in the class Cij be tmin, and maximum inten-
sity present in the class Cij be tmax. Therefore the
component of the histogram is denoted as, hu where
u ∈ [tmin, tmax].

Step 2 : Estimate the cumulative sums S(v) for
v ∈ [tmin, tmax],

S(v) =
v∑

u=tmin

hu (23)

Step 3 : Estimate the cumulative means µ(v) for
v ∈ [tmin, tmax],

µ(v) =
v∑

j=tmin

jhj (24)

Step 4 : Estimate the global intensity mean

µG =
v∑

u=tmin

uhu (25)

Step 5 : Estimate the between-class variance σ2(v),
for v ∈ [tmin, tmax]

σ2(v) =
[
µGS(v)− µ(v)
S(v)[1− S(v)]

]
(26)

Step 6 : Estimate the Otsu’s threshold v′, as the
value of v for which the variance σ2(v) is maximum.

σ2(v′) = max
tmin≤v≤tmax

σ2(v) (27)
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Figure 5. Otsu’s threshold (a) Second Iteration (b) Third Iteration

Figure 6. Classification diagram of the proposed feature extraction

If the maximum is not unique, find v′ by averaging
the values v corresponding to the different maxima
obtained.

2.6 Instantaneous Clustering and Content
Based Image Retrieval (IC-CBIR)

Let Fi be the feature extracted from an ith image. Let
∆ be the parameter that represents the cluster thresh-
old distance. When an image owner uploads the ith

image having the features Fi it will be immediately
moved in any one cluster. If there is no cluster avail-
able, it will be moved to the first cluster. If there is
already only one cluster having a Centroid Cl1, then
the Euclidean distance between the Centroid Cl1 and
the feature Fi is estimated as di,1. If di,1 > ∆, the
image will be moved into the new cluster having the
Centroid Cl2 = Fi. If di,1 < ∆, then the image will

be moved in the same cluster whose Centroid is C1. If
there is more than one cluster already available whose
Centroid is represented by {Cl1, Cl2, . . . , Clj}. The
Euclidean distance between the ith image feature and
clusters Centroid are estimated as {di,1, di,2, . . . , di,j},
the minimum distance between the feature Fi and
cluster Centroid {Cl1, Cl2, . . . , Clj} is estimated by

dn = min{di,1, di,2, . . . , di,j} (28)
where dn represents the nearest cluster center from
the feature space Fi. If dn < ∆, then the image
corresponds to the feature Fi belongs to the nth

cluster. If dn > ∆, then the image corresponds
to the new cluster center Clj+1 = Fi. An im-
age is uploaded in the cloud by the image owner;
it is instantaneously clustered in any one of the
clusters. Therefore while retrieving an image, the
feature of the query image FQ is compared with
the cluster centers {Cl1, Cl2, . . . , ClN}. The Eu-
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clidean distance between the features FQ and clus-
ter centers {Cl1, Cl2, . . . , ClN} is represented by
{dQ,1, dQ,2, . . . , dQ,N}. If the user request for top k
images using the query image whose feature is FQ,
then the cluster that has minimum distance with FQ

is chosen and k images nearest to feature space FQ

are retrieved. If the selected clusters have exactly
k number of images, then all the images present in
the cluster are retrieved. If the selected cluster has
more than k images, then k images that are closer to
the Centroid of the cluster are retrieved back. If the
number of images in the selected cluster is less than
k, then k number of images is retrieved from the
selected cluster and nearby cluster. The best match
features present in the selected cluster or nearby
cluster of the selected cluster are chosen based on
the minimum Euclidean distance. The Euclidean
distance between the scrambled query image features
FQ and the feature Fj is estimated using Eq. (29).

Di =

√√√√3Nf∑
k=1

(FQ − Fj(k))2 (29)

where 0 ≤ j ≤ Lc and 3Nf is the number of features
extracted from an scrambled image and Lc is the num-
ber of feature vectors present in the selected clusters.
The Euclidean distance Di is arranged in ascending
order to obtain the top k retrieved scrambled images.
The retrieved scrambled images are descrambled us-
ing the key K to obtain the actual retrieved images.

2.7 Descrambling

The descrambling of the retrieved scrambled image is
portrayed as follows. Consider an scrambled image I ′
that contains Red, Green and Blue components as I ′R,
I ′G and I ′B respectively. The pseudo-random sequence
M ×N is generated using the key K3. The length of
I ′R, I ′G and I ′B vector beM×N . The shuffled position
of the elements in the vector I ′R, I ′G and I ′B are recon-
structed using the pseudo-random sequence generated
by the key K3, that is used for scrambling. The key
K = {K1,K2,K3} is of 48 bit where the last 16 bits
represent key K3. Let the pseudo-random sequence
generated by key K3 be r = {r1, r2, . . . , rM×N}. The
descrambled image for the Red, Green and Blue com-
ponents Irc

R Irc
G and Irc

B is generated using the equa-
tion as,
Irc

R = I ′R(r) ; Irc
G = I ′G(r) ; Irc

B = I ′B(r) (30)
After descrambling using the key K3, the columns are
descrambled using the random sequence generated
using the key K2. Finally the rows are descrambled
using the random sequence generated using the key
K1. After three stage de-scrambling, the descrambled
image I has the Red, Green and Blue components
IR, IG and IB respectively.

3 Experimental Evaluation
The experimental evaluation of the proposed feature
extraction algorithm is done on four different datasets
such as the Corel 10K image dataset [42], Misc dataset
[43] Oxford flower dataset [44] and INRIA holidays
dataset [45]. The Corel 10K image dataset contains
hundred categories of images and each category con-
tains a hundred similar images. The Misc dataset
contains 10000 images and the Oxford flower dataset
contains 1360 images with different categories. The
INRIA Holidays dataset contains 1491 images of per-
sonal holidays photos. To measure the performance
of the proposed feature extraction 250 test images
from the Corel 10K dataset, 250 images from the Misc
dataset, 34 images from the Oxford flower dataset
and 150 images from INRIA Holidays dataset are
randomly selected. Fig. (7) shows sample test im-
ages from the four different datasets. The proposed
algorithm is implemented using MATLAB. The per-
formance of the proposed method is evaluated us-
ing metrics such as retrieval precision and efficiency.
The efficiency is measured in terms of Time of Query
search, Time of Index construction, Time of feature
extraction and storage consumption of index.

3.1 Retrieval Precision

The precision for a query image is defined as Pk =
k1
k where k1 is the number of the similar images re-
trieved out of k images. The average precision is es-
timated from the precision of all query images for
each dataset with different values of L, where L rep-
resent the number of iteration performed for feature
extraction. Fig. (8) shows the top 40 search results
for L = 5 the query image shown in Fig. (7)(e) from
the Corel 10K image dataset. Fig. (9) shows the In-
stantaneous clustering for five different categories of
images that contain the first 500 images from the
dataset. The precision is tested for different values of
L. The precision is found to be maximum for L = 5.
Precision decreases as the value of k increases. Table
1 shows the precision comparison for four different
datasets with different values of k and it is plotted as
shown in Fig. (10). The precision differs for all the
four dataset. The Precision is high for INRIA Holi-
day dataset when compared to Corel 10K, MISC and
flower dataset for all values of k. We have compared
the precision of the proposed method with the tradi-
tional methods such as BoEW [38], PPP-CBIR [29],
PP-CBIR [32], PP-CD [30]. The precision thus esti-
mated for L = 5 and L = 6 founds to be greater than
the traditional feature descriptors such as CSD, CLD,
EHD and SCD presented in [30]. The average preci-
sion for L = 5 is around 62.2175% and 49.017% for
k = 20 and k = 100 respectively. The comparison of
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Figure 7. Sample Test Images from different dataset (a)-(e) Corel 10K dataset (f)-(j) misc dataset (k)-(o) Oxford flower dataset
(p)-(t) INRIA Holidays dataset

Figure 8. Top 40 retrieved images for the Query image shown in Fig. (7)(e)

average precision between proposed and CSD, CLD,
EHD and SCD descriptor from [30] is shown in Fig.
(11) and Table 2. Table 3 shows the average preci-
sion comparison for proposed and traditional methods
such as BoEW [38], PPP-CBIR [29], PP-CBIR [32],
PP-CD [30] . The precision for the proposed method
was 60.2%, 56.2%, 61.2% and 71.27% for the dataset
Corel 10K, Misc, Oxford flower, INRIA Holidays re-
spectively. The presion of the proposed method was
higher than the tradiional methods and its graphical
comparision is shown in Fig. (12). The precision es-
timated for L = 5 was found to be higher than the
traditional methods. For the INRIA dataset, the pre-

cision was 71.27% which is higher than BoEW and
PP-CBIR method. For the Corel 10K dataset, the
precision was 60.2% which is higher than PPP-CBIR,
PP-CBIR and PP-CD methods.

3.2 Time of Index Construction

The time of index construction depends on the time
of building the index table. The time complexity of
index construction isO(nL). The time consumption of
index construction depends on the number of iteration
L and the number of images in the database n. The
time consumption of index construction for proposed
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Figure 9. Instantaneous clustering for five different categories with ∆ = 0.3 (a) Corel 10K dataset (b) Misc dataset (c) Oxford
flower dataset (d) INRIA Holiday dataset

Figure 10. Comparison of precision for the proposed method from different datasets

and traditional feature extraction is shown in Fig.
(13). The average time of index construction depends
on the number of image in the dataset, and it is
around 500 ms for the database having 10,000 images
(average time of index construction is calculated using
Corel 10K image dataset and Misc dataset). As the
value of L increases, the time of index construction
also increases then the number of features is also
getting increased. While comparing the average time
of index construction for the proposed and traditional
methods, the time of index construction is less for
L = 4 and L = 5, than the traditional methods. For
L = 6, the time of index construction is greater than
the traditional EHD descriptor in [30] . Table 4 shows

the average time consumption for index construction
comparison for proposed and traditional methods
such as BoEW [38], PPP-CBIR [29], PP-CBIR [32],
PP-CD [30] . The time of index construction for the
proposed method with L = 4 and L = 5 is estimated
as 471ms and 780ms respectively which is less than
the traditional methods. Fig. (14) shows the graphical
comparison of average time consumption for index
construction.

3.3 Time of Search

As soon as the proposed CBIR server receives the
scrambled query image, it extracts the features from
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Table 1. Precision comparison for four different datasets with
different values of k

Table 2. Average precision comparison for the proposed
method with descriptor CSD, CLD, EHD and SCD in [30]

Figure 11. Average Retrieval Precision comparison of pro-
posed method with the descriptors CSD, CLD, EHD and SCD

the scrambled query image. The features extracted
from the scrambled query image are being matched
with the nearest cluster center. The scrambled images
corresponding to the top k match of the selected
cluster is returned to the user. The time consumption
for performing the search operation increases as the
size of the database increases. The search time of
the proposed CBIR is less when compared to the
traditional CBIR system because it produces only
less number of features from an image as shown in

Table 3. Average precision comparison for the proposed
method with traditional methods

Figure 12. Average Retrieval Precision comparison of pro-
posed method with the traditional methods

Figure 13. Average Time consumption for Index Construction
comparison of the proposed method with CSD, CLD, EHD
and SCD descriptor of [30]

Table 8. The time consumption of search depends on
finding the top k minimum Euclidean distance. The
time consumption of search depends on the number of
iteration L and the number of images outsourced to
the database n. As the value of L increases the time
consumption of search increases. Fig. (15) depicts
the comparison of the average search time of the
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Table 4. Average time consumption for index construction

Figure 14. Comparison of Average time consumption for index
construction

Figure 15. Average search time comparison of proposed and
traditional methods

proposed method and traditional descriptors such
as CSD, CLD, EHD and SCD shown in [30]. The
search time is less for L = 4. For a database having
10,000 images, the average search time is around 13ms
(average search time is calculated using Corel 10K
image dataset, Misc dataset, Oxford flower dataset
and INRIA Holidays dataset). The search time L = 5
is slightly greater than the EHD descriptor which
is around 26ms. Table 5 shows the time of search

Table 5. Average time of search comparison for proposed and
traditional methods

comparison for proposed method with traditional

method such as BoEW [38], PPP-CBIR [29] , PP-
CBIR [32], PP-CD [30]. The proposed method has
a less time of search than the existing methods for
L = 4 and L = 5 which is estimated as 13ms and
25.75ms respectively. The graphical comparison is
depicted in Fig. (16).

Figure 16. Average time of search comparison for proposed
and traditional methods

3.4 Time of Feature Extraction

The time of feature extraction depends on the num-
ber of iterations L and the number of clusters formed
during instantaneous clustering. As the iteration in-
creases, the number of features almost doubles. The
number of features generated for different values of
L is depicted in Table 8. The time of feature extrac-
tion for different values of L for different dataset size
is shown in Table 6. For L = 4 , with the dataset
size 10,000, the average time consumption of feature
extraction is 1986 s while it is 5568 s for L = 5 .

Table 6. Average Time consumption of feature extraction from
Corel 10K and Misc dataset

3.5 Storage Consumption of Index

The storage consumption of the index depends on
the number of iteration L and the number of images
outsourced to the cloud n. The number of features
extracted in iteration is shown in Table 6. Table 7
shows the average storage consumption of index for
different values of L for different dataset size. For a
database having a size of 10,000 images, the storage
consumption is around 700 KB for L = 4 and it is
about 3000 KB for L = 6. The proposed method
produces less number of features during feature ex-
traction. For L = 5, the proposed method produces
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Table 7. Average Storage consumption of index for different
size of Dataset

Table 8. Number of features extracted for different values of L

only 186 features from a single image. This is very
less when compared to feature extraction algorithms
used in other CBIR systems.

3.6 Security Analysis

The scrambling algorithm here uses a 48 bit binary
key, where the first 16 bit is used to generate the ran-
dom sequence to scramble the rows. After scrambling
the rows, the next 16 bits are used to generate the
random sequence to scramble the columns. Finally
using the remaining 16 bits, a random sequence is
generated to scramble a channel of the image. The
rows of the channel in an image can be scrambled in
216 ways. Similarly the columns of the channel in an
image can be scrambled in 216 ways. The complete
row and column scrambled pixels can be scrambled
in 216 ways. Therefore the number of combinations
in which the pixels can be scrambled is 248. In order
to check the robustness of the algorithm to attacks,
we have used the attacks such as JPEG compression,
brightening and darkening on scrambled Query im-
age. Fig. (17) shows the descrambled images after
applying attacks to the scrambled Query image. Even
though the scrambled images are subjected to attacks
such as JPEG compression, brightening and darken-
ing, there is only slight reduction in precision. This
shows that the retrieval is possible if the scrambled
query image is subjected to attack. The image user
only needs to have the exact key shared by the image
owner. Table 9 shows the Precision changes when the
scrambled Query image is subjected to attacks such
as JPEG compression, Brightening and darkening.

Figure 17. The distortion of image under different attack (a)
Original Query image (b) JPEG compression 70% (c) JPEG
compression 90% (d) Brightening by 20 (e) Brightening by 40
(f) Darkening by 20 (g) Darkening by 40

Table 9. Precision with Scrambled images which are subjected
to attacks

Figure 18. Precision comparison with scrambled images which
are subjected to attacks

Fig. (18) shows the graphical comparison for precision
when the scrambled images are subjected to attacks.
The proposed method shows a good performance for
L = 5. The next section shows the conclusion of the
proposed work.

4 Conclusion
This paper proposed a feature extraction algorithm on
scrambled images using Otsu’s threshold and instan-
taneous clustering for content-based image retrieval
on cloud computing. The image owner scrambles the
image using position scrambling. The cloud server
extracts the OT-features from the scrambled image
iteratively by estimating the Otsu’s threshold. The
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iteration is repeated L times to extract the features.
During the image retrieval, the cloud server receives
the scrambled image which is scrambled by the user
and extracts the features using the Otsu’s threshold.
This paper also proposed an instantaneous cluster-
ing (IC-CBIR) approach which moves the image into
a cluster as soon as the image was uploaded by its
owner. The experimental verification is performed
on datasets such as Corel 10K, Misc, Oxford flower
and INRIA holidays dataset using randomly selected
test query images. The proposed method outperforms
the traditional feature extraction descriptors CSD,
CLD, EHD and SCD shown in [30] and other tradi-
tional methods such as BoEW [38], PPP-CBIR [29],
PP-CBIR [32], PP-CD [30] in terms of precision and
efficiency such as time of search and time of index
construction. While comparing the precision and effi-
ciency for L = 5 it shows a better performance than
the traditional methods.
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