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Abstract

Standard TCP is the de facto reliable transfer protocol for the Internet. It is designed to establish a reliable connection using only a single network interface. However, standard TCP with single interfacing performs poorly due to intermittent node connectivity. This requires the re-establishment of connections as the IP addresses change. Multi-path TCP (MPTCP) has emerged to utilize multiple network interfaces in order to deliver higher throughput. Resilience to link failures can be better supported in MPTCP as the segments’ communication are maintained via alternative interfaces. In this paper, the resilience of MPTCP to link failures against several challenges is evaluated. Several link failure scenarios are applied to examine all aspects of MPTCP including congestion algorithms, path management, and subflow scheduling. In each scenario, the behavior of MPTCP is studied by observing and analyzing the throughput and delay. The evaluation of the results indicates MPTCP resilience to a low number of failed links. However, as the number of failed links increases, MPTCP can only recover full throughput if the link failure occurs on the server side. In addition, in the presence of link failures, the lowestRTT MPTCP scheduler yields the shortest delivery time while providing the minimum application jitter.

1 Introduction

The Internet has grown into a popular and critical infrastructure where millions of users access it for services including: e-commerce, education, entertainment, healthcare, and government services, etc. The convenience of mobility offered by wireless networks makes user access much more popular compared to wired access. A disruption on the availability of services due to network link failures can have significant adverse impact on the user’s experience. The lack of access to critical online services can cause substantial financial loss or threaten user health and safety. Thus, it is crucial to design and build resilient networks with the ability to provide and maintain an acceptable level of service in the face of various faults and challenges to normal operation [1]. One effective network failure recovery strategy is to use path diversification between communicating nodes. If the primary network path fails, disjoint paths are used...
to restore communication. Path diversification is an effective solution providing multiple alternative paths between disconnected pairs to gain high communication reliability [2]. The problem of finding several shortest paths between a given source and destination is known as the k shortest path problem (KSP), where k is the number of required paths. KSP has been widely used in many applications, including car navigation systems, robot motion planning, wireless sensor networks and video streaming [3–5]. Several algorithms have been introduced to provide path selections based on full-disjoint and partial-disjoint requirements, while maximizing diversity and minimizing incurred cost [6–9].

TCP uses a single path between communicating parties. In the event of path failure, the TCP connection times out and closes, requiring the setup of a new connection to resume service provision. Motivated to address this issue, the Internet Engineering Task Force (IETF) approved an Internet draft for MPTCP in 2011 to support multipath connectivity [10, 11]. MPTCP aims to improve connection resilience by switching traffic to alternative interfaces in the presence of path failure [11, 12]. In addition, MPTCP improves throughput by bandwidth aggregation over multiple interfaces. Several operating systems, including Linux and FreeBSD have available implementations for MPTCP [13]. Moreover, hosting companies and large IT vendors (e.g. Apple) are already providing support for MPTCP [14, 15].

Most smart phones are equipped with two interfaces that can access the Internet, namely, 802.11 and Long-Term Evolution (LTE). A common use-case for MPTCP that attracted Apple and other mobile-device vendors is to utilize such two interfaces to improve throughput as shown in Figure 1. Furthermore, MPTCP can offer performance improvements to the seamless smart phones handover among different access points/base stations. A previous study has shown that the MobileIP takes approximately ten seconds to handover from one node to another [16]. MPTCP shows great improvement for hand over delays of around three seconds [17].

In this paper, an extensive evaluation of MPTCP resilience to link failure is presented. The study is based on the Linux implementation of MPTCP which is composed of several configurable components affecting its performance. This includes congestion algorithms, number of interfaces, path management, and subflow scheduling. Several scenarios are considered in order to examine the effect of each component on the network resilience in the presence of link and interface failures. For each scenario, a number of performance metrics are observed and analyzed including throughput, total, delivery delay, and application jitter. Experimental results for each scenario are analyzed and guidelines for optimal MPTCP configuration to achieve a high resilience against links failures are presented.

The paper is organized as follows: Related work is reviewed in Section 2 followed by a high-level description of the MPTCP protocol in Section 3, discussion of the investigated MPTCP performance in response to link failures is provided. This includes providing details on the experimental tools, setup, network topology, and evaluation scenarios. Discussion of the results obtained is also presented. Finally, conclusions and outline of future work are presented in Section 5.

2 Related Works

In this section, we present the utilization of k-shortest paths in the field of communication networks. Then, we present several studies that utilize MPTCP to deliver packets via multiple interfaces.

2.1 K Shortest Paths

Traditional algorithms to find the shortest path or k-shortest paths including the Ford algorithm [18] and the Dijkstra algorithm [19], along with several improvements to tackle the issue of negative cycles. Several algorithms have been devised to determine the k shortest paths between a pair of nodes, based on selection objectives [20]. Among these algorithms, the most popular k-shortest path algorithm is proposed by Yen [21], which deals with non-negative link cost.

In the context of computer networks, path diversification has been studied and utilized to solve several communication problems. Algorithms proposed in previous research vary on their objective in determining diverse shortest paths. Some algorithms aim to determine topologically diverse paths while others specify geographically diverse paths or disjoint paths [22, 23]. The concept of diverse paths has been investigated to find diverse paths, k-diverse paths, and k-shortest diverse paths. The existing literature covers techniques based on shortest path algorithm with the increment-
tal removal of used edges from graph transformations [24, 25]. Bhadari presents efficient algorithms to compute edge-disjoint and vertex-disjoint paths [26]. However, these algorithms are based on finding completely diverse paths. Bhadari also discusses an algorithm that finds the maximally diverse paths between a pair of nodes using a modified Dijkstra’s algorithm.

Sitanayah et al. presented two k-shortest path algorithms for topology planning of wireless sensor network. The first algorithm, counting-paths, counts the number of disjoint paths from each sensor node to the sinks and finds the k disjoint paths. The second algorithm, named GRASP-ARP, is a local search algorithm to deploy a minimum number of additional relays at the possible candidate locations. Simulation results showed that their approaches require fewer relay nodes for larger problems than other baseline k-shortest path algorithms. Moreover, their algorithms showed significant improvement on computation time [27].

Cheng et al. [23] presented a protocol stack, ResTP–GeoDivRP, which utilizes geographical multipaths to cope with node and links failures. This stack combines the transport and network layers to provide reliable services to the application layer. It detects challenges and bypass the challenged regions to improve throughput. Their approach was evaluated in backbone networks with several area-based challenges. The results showed that the proposed stack achieved higher throughput and robustness than MPTCP in the face of geographically-correlated challenges.

### 2.2 Mutipath Transport

Several studies have considered the performance and resilience of MPTCP. Nguyen et al. [12] presented an evaluation of MPTCP examining its bandwidth utilization, end-to-end delay, and packets reordering. Their testbeds supported three two-path scenarios: Ethernet-only, Ethernet and 802.11, 802.11 and 3G. Evaluation of the results indicated that MPTCP performance is highly influenced by interface selection. An evaluation of MPTCP’s congestion algorithms (OLIA, BALIA, wVegas, and LIA) is presented by Nguyen et al. [28]. The study results indicated that wVegas throughput outperformed the other congestion algorithms in a multipath environment. However, wVegas did not yield the best throughput in a single path setting. In addition, the network selection for the first subflow initialization has a significant impact on the achieved throughput. The throughput with 802.11 outperformed LTE, with an improvement of approximately 200%.

Scheduler performance evaluation has also been considered in the literature. Paasch et al. [29] introduced a framework to experimentally evaluate schedulers in a wide variety of environments in both emulated and real-world experiments. Their evaluation results showed that there are two attributes associated with bad schedulers. Firstly, scheduler interface selection with high-RTT can increase head-of-line blocking. Another attribute of a bad scheduler is the limited receive-window, which may not fully accommodate all received subflows. Moreover, the authors introduce a scheduler that favors subflows with the lowestRTT to reduce delay-jitter compared to a simple round-robin (RR) scheduler.

Alheid et al. [30] investigated the behavior of MPTCP and its performance in networks with high out-of-order packets. They considered the performance of MPTCP with four TCP packet reordering mechanisms: D-SACK, Eifel, TCP-DOOR, and F-RTO. Their results showed that MPTCP throughput can be improved using the D-SACK approach. On the other hand, F-RTO provides better throughput with an uncoupled controller and has lower memory requirements compared to the other mechanisms.

Previous work has also proposed algorithms and techniques to improve the performance of MPTCP. Lee et al. [31] proposed the Receive Window Adaptive Multipath TCP (RWA-MPTCP) algorithm to provide a better throughput performance in mobile networks. Their results showed that using RWA-MPTCP increases throughput while decreasing RTT variation. Sandri et al. [32] introduced the Multiflow approach that uses MPTCP and Open Flow. Their approach aims to select subflows with disjoint paths, i.e. no shared links. For evaluation, they deployed Multiflow in a testbed where shared bottlenecks occur at the endpoints of the link. They demonstrated that Multiflow improved end-to-end throughput and link-failure resilience [33]. Demir et al. [34] proposed MPTCP-H, an extension to MPTCP, to improve server resilience against Denial-of-Service (DoS) and Distributed DoS (DDoS) attacks. They compared MPTCP-H to UDP and standard TCP. The results showed that MPTCP-H outperformed both UDP and TCP in terms of latency. Their results also indicate that MPTCP-H, with its lightweight mechanism, can mitigate the attacks originating from inside the substation network. Dong et al. [35] introduced a design and implementation for LAMPS, an MPTCP scheduler. LAMPS selects subflows based on loss and delay in order to maintain steady performance at various traffic patterns. Their experimental evaluation showed that LAMPS minimizes latency while using a low amount of memory. Moreover, the scheduler handles the high packet loss rate with optimal bandwidth usage.
3 MPTCP Overview

Standard TCP communication uses a single pair of IP addresses to deliver in-order packets between two communicating parties. Thus, there is a limitation in using one interface even if multiple interfaces are available at each end of the TCP connection. MPTCP utilizes multiple interfaces to establish simultaneous sub-connection paths between peers. By exploiting all available interfaces at both ends of the communication, MPTCP aims to improve network resilience to interface failure (unavailability) and enhance throughput [11]. The MPTCP path is defined by two endpoints, the client IP and server IP addresses. The subflow in MPTCP is a single-path standard TCP, in which the component takes segments from the packet scheduler transmitted to the receiver. MPTCP is implemented at the transport layer and supported by the same socket used in standard TCP for application layer transparency. Standard TCP headers are used for each subflow to be transparent to the network layer as shown in Figure 2. The main implementation components of MPTCP are described in the following sections.

3.1 Path Manager

The path manager function is responsible for detecting and using multiple IP-pairs between the two communicating hosts. It can utilize multiple IP addresses at one or both hosts based on the selected path manager. For example, if the path manager is set to full-mesh, there will be a subflow between each two pairs. Ndﬃports, an alternative path manager, specifies the number of subflows allowed to be used across the same pair of IP addresses. The binder path manager is used when utilizing multiple geographically distributed gateways over the Internet [36]. In this paper, the path manager is set to full-mesh since it creates a subflow between each pair of IP-addresses, which ensures that all interfaces are utilized.

3.2 Subflow Scheduler

The packet scheduler breaks application messages into byte stream segments to be transmitted via available subflows at the sender side. On reception, MPTCP manages the receiver byte stream from subflows to allow segments to be correctly re-ordered. The packet scheduler acquires information on available subflows from the path manager. Queued segments are then sent into the next selected subflow. Various types of schedulers have been used for subflow selection. This includes lowestRTT, round robin, and redundant schedulers. The lowestRTT, the default scheduler for MPTCP, sends segments on subflows with the lowest RTT until their congestion window reaches its threshold. Next, the segments are sent over the next lower RTT subflows. With the redundant scheduler, segments are duplicated and sent over all available subflows with the objective to achieve lowest latency by sacrificing link bandwidth [11].

3.3 Congestion Algorithms

MPTCP uses congestion control across subflows to ensure the fair distribution of bandwidth across multiple connections in a shared bottleneck link [10]. Although, standard TCP congestion algorithms can be used to handle each subflow in MPTCP, an unfair share occurs in multiple path flows in a common bottleneck. Thus, several MPTCP congestion algorithms have been implemented to ensure high throughput, fairness, and friendliness. In the current paper, various Linux implemented congestion control algorithms are used, including: the Linked Increased Algorithm (LIA) [37, 38], the Opportunistic Linked Increases Algorithm (OLIA) [39], the Balanced Linked Adaptation Algorithm (balia) [40], and the weighted Vegas algorithm (wVegas) [41].

3.4 Interface Failure Handling

In addition to utilizing multiple interfaces, MPTCP is designed to provide seamless transition from one interface to another in case of interface removal. When full-mesh is used, a subflow is created between each interface, for example, given two hosts with three interfaces installed in each, as shown in Figure 3. The full-mesh path manager allocates nine subflows. MPTCP selects some or all of these subflows for transmitting segments based on the selected subflow scheduler. In case of a link failure, the operating system notifies MPTCP via mptcp_v4_rem_raddress [11].

4 Results and Discussions

In this section, the evaluation work carried out to investigate MPTCP performance in response to link failures.
failures is provided. This includes details on the experimental tools, setup, network topology, and evaluation scenarios. Discussions of the obtained results is also provided.

4.1 Experimental Environment

In all experiments performed, a stable MPTCP 0.94 implementation is used on Ubuntu 17.10. The experimental host has an eight-core 3.5 GHz processor with 16GB of RAM. The data traffic is generated using iperf. Networks are emulated using Mininet 2.2.2, which delivers network-connected virtual Linux hosts with a given topology. The emulation parameters and testing network topology used in all experiments are shown in Table 1 and Figure 4, respectively. 

The testing topology includes two hosts, denoted as client and server, connected by eight links. Each link has a bandwidth of 8Mbps with a 10ms delay. The maximum number of supported interfaces in the current implementation of MPTCP is eight. Comparing standard TCP and MPTCP to send data generated via iperf, it is observed that MPTCP uses all eight links to transfer data reliably between the client and server while TCP only uses one interface. Clearly, it can be seen that MPTCP has almost 700% throughput improvement over standard MPTCP in the same network as shown in Figure 5. This shows how MPTCP utilizes available interfaces to significantly improve throughput.

4.2 Congestion Algorithms

Experiments are performed to study the effect of MPTCP congestion algorithms on link failure resilience. Four MPTCP congestion algorithms are evaluated: MPTCP-lia, MPTCP-olia, MPTCP-balia, and MPTCP-wVegas (discussed in Section 3.3). For each congestion algorithm, iperf is used to send data from the server to the client while MPTCP is enabled. During the data transfer, a link failure is applied which removes 50% of the available links between the 20th and 40th seconds of the MPTCP connection. The throughput generated when applying the four congestion algorithms is depicted in Figure 6. MPTCP-lia and MPTCP-balica utilize all interfaces before they fail with a steady throughput of 7 Mbps. MPTCP-olia and MPTCP-wVegas have a throughput fluctuation between 6 Mbps and 7 Mbps up to
the 20th second. Once link failure is applied, it can be noted that although failure is imposed on only 50% of the available links, the throughput drops to about 1 Mbps. This represents 85% of the original throughput. It is expected that full throughput recovery occurs once the linked failures are again operational. However, none of the congestion algorithms recover full throughput after the links are up and running again. It is observed that MPTCP-lia yields the best recovery from link failures. On the other hand, MPTCP-olia and MPTCP-wVegas provide the worst link failure resilience.

### 4.3 Scheduler Schemes

Three MPTCP scheduling schemes are considered: lowestRTT (MPTCP-default), round-robin, and redundant (discussed in Section 3.2). The performance measures used to evaluate each scheduler scheme are throughput, total delivery time of a data unit and application-jitter (variance of data units arrival time). For each scheduler, 15MB of data is sent over the 8 interfaces from the client to the server. While sending the data, link failure is applied between the 10th and 20th seconds of the MPTCP connection.

#### 4.3.1 Throughput and Total Delivery Time

The throughput results of each scheduler against link failure are shown in Figure 7. It is observed that all the scheduling methods eventually deliver the 15MB data, with a variation on the total delivery time. Undoubtedly, the lowestRTT scheduler yields the shortest delivery time of approximately 23 seconds. This is due to a correlation between link failure and RTT values. Once the interfaces fail, the RTT values start to get larger and become less favored for selection by the scheduler. Thus, the lowestRTT scheme has the best network resilience among the three studied scheduling schemes. The round-robin method delivers the entire data within 30 seconds. It does not react quickly to the failure and recovery of interfaces, as it keeps sending data to failed interfaces even if they incur high RTT values. The redundant method yields the worst total delivery time of approximately 92 seconds. This is because it wastes the available capacity with redundant data.

#### 4.3.2 In-Order Delivery

The arrival time of segment sequence numbers during link failure when the three schedulers are applied is shown in Figure 8. The in-order delivery of segments affecting application layer jitter can be inferred by sequence numbers. All three schedulers have smooth in-order delivery with no significant application jitter before link failure. However, after the links start to fail at the 10th second, the segments begins to arrive in out-of-order fashion for the lowestRTT and round robin schedulers. The redundant scheduler sequence numbers do not fluctuate during the link failures, indicating that segments are delivered in-order even when the network experiences failed links. For applications that do not require a fixed bandwidth, such as VoIP and live streaming, the redundant scheduler provides the lowest application jitter, leading to the
4.4 Multiple Link Failures and Recovery

The experimental setup is designed to fail a specified number of interfaces, denoted as \( n \), failing one interface every two seconds. The failed interfaces are selected deterministically based on their order. For example, if \( n = 2 \), then interfaces 1 and 2 are removed. Once all \( n \) interfaces are down, one interface is brought back every two seconds until all the \( n \) previously failed interfaces are fully operational. The interval between each link break and restoration is set to two seconds in order to provide enough time to MPTCP to be notified by the operating system about the interface removal. Multiple experimental runs are performed with \( n = \{1, 2, 3, 4, 5, 6, 7\} \) based on three arrangements: client-only port failure, server-only port failure, and client-and-server port failures. As each host has eight interfaces in the evaluation topology used, it is worth noting that they are never all put into fail state together to avoid closing the MPTCP connection due to timeout.

4.4.1 Client-only Port Failure

In this setup, the interfaces fail at the client end while the server interfaces are operational. Thus, only the MPTCP client notices the port removals while the server keeps advertising its disconnected IP addresses. The first interface failure begins at the 10th second of the experiment. The result of applying the seven failure scenarios, 1-Link to 7-Link failures, is shown in Figure 9. Before applying link failure, until the 10th second of the experiment, the throughput is approximately 7.2 Mbps. For the 1-Link failure scenario, it can be seen that the throughput decreases to almost 5 Mbps as the link fails. When the link is recovered after two seconds, the throughput increases back to the original value. This shows that with a failure duration of two seconds, the MPTCP does not time out and it utilizes the recovered link with full advantage. However, with the 2-Link and 3-Link failure scenarios, it is observed that the throughput does not fully recover staying below 6.5 Mbps after the links are back to operational status. Analyzing the other link failure scenarios, it can be clearly seen that as the number of failing links increases, MPTCP poorly utilizes the recovered links as depicted in Figure 9. By observing the pcap traces of these experiments, it was found that sub-flows associated with the removed and recovered interfaces are reused for the 1-link failure experiment. However, not all subflows are reused in a higher number of links failures. This indicates that the operating system correctly notifies MPTCP of interface removal. Thus, MPTCP does not utilize the recovered interfaces correctly with more than two interfaces.

4.4.2 Server-only Port Failure

An alternative arrangement is studied with the interface failure occurring only at the server end while the client interfaces are operational. Hence, only the server MPTCP notices the removal of interfaces while the client continues to advertise its disconnected IP addresses. The same seven failure scenarios are ap-
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4.4.3 Client and Server Port Failures

Failure is applied to both the client and server, with both sides stopping to advertise their disconnected IP addresses. The result of applying the seven link removal scenarios is shown in Figure 11. For 1-Link failure, the throughput drops as the interface is removed and is fully recovered when the link is back to operational status. However, as the number of failed links increases, the observed MPTCP recovery is worse off. In fact, only in the 1-Link port failure scenario a full throughput recovery is achieved. In none of the other scenarios a full recovery occurs once links are back to operational mode.

The results indicate that MPTCP is resilient to link-failure with a low number of failed links. Evidently, in the three arrangements discussed above, it can be seen that MPTCP fully recovers from link failures with only one interface. However, as the number of failed links increases, a performance variation is noticed based on which side of the communication the failure occurs. MPTCP can only recover full throughput if the link failures occur only at the server side. Throughput is not recovered when the failed interfaces are client-based. Given the fact that MPTCP can fully recover against 7-link failures at the server side, and fail to fully recover if the failures occur at the client side, it can clearly be seen that there are issues with the implementations. It is believe that this asymmetric MPTCP behavior and performance at both communication ends might be due to an issue with the MPTCP Linux implementation. It is recommended to resolve such issues in later versions of MPTCP.

5 Conclusions and Future Work

Traditional Internet is heavily based on Standard TCP which is used by almost all online applications as a reliable transfer protocol. A design limitation in the standard TCP is the inability to support more than one connection, even if multiple communication interfaces are available. This makes TCP-supported communication and applications relying on it more prone to failure, undermining the user experience. By utilizing multiple interfaces, MPTCP has emerged to provide seamless handover during link failures and to support higher throughput.

In this paper, a comprehensive evaluation of Linux MPTCP implementation resilience against link failures is provided. Various evaluation scenarios are considered in order to examine MPTCP’s congestion algorithms, path management, subflow scheduling against link failures. Measurements of MPTCP throughput and end-to-end delays are collected and analyzed during link failures and after their recovery. The results indicate that MPTCP is resilient to link-failures with a low number of failed links. However, as the number of failed links increases, MPTCP can only recover full throughput if the link failure occurs at the server side. The analysis of the results indicates that the lowestRTT scheduler yields the best network resilience against network failures. In addition, the redundant scheduler provides in-order segments during the link failures making it the optimal choice for real-time and VoIP applications.

For future work, evaluation on real-world testbeds such as PlanetLab are planed [42]. The behavior of MPTCP in a geographically distributed environment and high-speed networks will be evaluated.
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