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A B S T R A C T

Fragile watermarking is embedding a watermark in a media (an image in this

paper) such that even small changes, called tamper, can be detected or even

recovered to prevent unauthorized alteration. A well-known category of spatial

fragile watermarking methods is based on embedding the watermark in the least

significant bits of the image to preserve the quality. In addition, Hamming

code is a coding algorithm in communication that transmits the data bits by

augmenting some check bits to detect and recover single-bit modifications

precisely. This property was previously used to detect and perfectly recover the

images modified by small tampers less than a quarter of the image in diameter.

To achieve this goal, the Hamming code is applied on a distributed pixel, bits of

which are gathered from sufficient far pixels in the image. It guarantees that

such tampers can toggle at most one bit of each distributed Hamming code that

is recoverable. It was the only guaranteed perfect reconstruction method of small

tampers, based on our knowledge. In this paper, the method has been extended

to support distortion in two bits of a Hamming code by the use of common

structures of distributed codes. It guarantees the recovery of tampers less than

half of the image in width and height. According to the experimental results,

the proposed method achieved better performance, in terms of recovering the

tampered areas, in comparison to state-of-the-art.

© 2023 ISC. All rights reserved.

1 Introduction

In recent years, with the rapid development of com-
puter technology and the Internet, multimedia in-

formation in a digital format especially digital images,
has become more and more popular. Also, much digi-
tal content (image, audio, and video) can be frequently
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published, copied, and edited. Image processing tools,
like Photoshop, are rapidly developing. These tools
allow users to modify images easily, imperceptibly,
and in the shortest possible time. As a result, image
security has become more important as a major is-
sue. Watermarking is one of the most effective and
powerful methods to increase the security of digital
images. Based on the functionality, watermarking is
divided into robust, semi-fragile, and fragile methods.
Robust watermarking [1, 2] mainly aims at prevent-
ing unauthorized removal or intentional distortion
of ownership marks. The embedded watermark in a
robust technique must be very resistant to all kinds
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of attacks, such as lossy compression, filtering, and
geometric scaling. Primarily, robust techniques are
designed for copyright protection of multimedia data.
Semi-fragile watermarking [3] schemes are sensitive to
non-intentional manipulations such as cutting, rota-
tion, and shifting. These methods are, however, toler-
ant to allowable modifications. In contrast with robust
watermarking, the embedded watermark in fragile wa-
termarking [4, 5] will be destroyed when the digital
content is modified. It is the main characteristic of
fragile watermarks for image authentication. Image
can be considered as a matrix including a pixel as
each one of its elements. Grayscale images have only
a single channel, and each pixel consists of eight bits
giving 2ˆ8=256 possible different shades of gray from
black to white. Several algorithms have been proposed
by various researchers for fragile watermarking [6].
Considering spatial approaches, some works are based
on pixel replacement. For example, in [7], the pixel
values are replaced by 54 selected values considering
a prime distribution in the range [0-255]. However, a
common approach, in order to preserve the quality of
the tampered image, is embedding the information of
the most significant bits in the least significant ones
[8]. There are some models which try to simulate wa-
termarking as a source-channel coding problem. For
example, in [9], a fragile watermarking is proposed by
hashing the compressed image to detect the tampers,
and then modified bits are recovered by a dynamic
programming method inspired by concepts of data
communication theory. Similarly, Hamming code as
a communication coding algorithm is used in this pa-
per but in order to perfect recovery by distributing
the code in the image. In this paper, a fragile water-
marking scheme for tamper detection and recovery
is proposed. The Hamming code technique is used to
detect and correct modified bits. In this paper, with a
slight change in Hamming code algorithm, a modified
algorithm has been introduced that can recover five
bits of data using three parity bits. Also, parity bits
and data are embedded in different pixels of the image
so that if the image is damaged, the parity bits may be
used for recovery. The rest of the paper is organized as
follows. In Section 2, a brief description of Hamming
code technique is given. Related work is expressed in
Section 3. The proposed method is presented in de-
tail in Section 4. Experimental results are given in
Section 5. Finally, the conclusion is given in Section 6.

2 Preliminary

Hamming code was developed by R.W. Hamming for
error detection and correction [10]. Hamming (7,4) is
an ordered set of seven bits where, three of them are
called parity check bits and are generated by amodular
linear function of the other four bits, called data bits.
Assume data bits are represented by D1, D2, D3 and

D4. Then, three XOR functions of data bits generate
the check bits P1, P2, and P3. These functions are
presented in Equation 1 where, XOR operation is
denoted by ⊕ .

P1 = D1 ⊕D2 ⊕D4

P2 = D1 ⊕D3 ⊕D4

P3 = D2 ⊕D3 ⊕D4

(1)

The Hamming code is designed such that, if the
check bits are not consistent with the data bits based
on Equation 1, toggling one and just one of these
seven bits, can recover the consistency (i.e., each one
of 23 = 8 combinations of the check bits determines
the state of no toggling or toggling just one of the
seven bits). Hence, if just one of these bits is tog-
gled, it can be found, and the original bit set can be
recovered. In decoding phase, the Syndrome vector
S = [S1S2S3] is generated from the received vector
[D1, D2, D3, D4, P1, P2, P3] to determine the not sat-
isfied parity-check equations in Equation 1. The Syn-
drome vector is calculated using Equation 2.

S1 = D1 ⊕D2 ⊕D4 ⊕ P1

S2 = D1 ⊕D3 ⊕D4 ⊕ P2

S3 = D2 ⊕D3 ⊕D4 ⊕ P3

(2)

The Syndrome vector [0 0 0] means that no error
is detected; otherwise, the single modified bit in the
received vector is indicated by the Syndrome vector.
For example, Syndrome vectors [1 0 1] or [0 1 0] ad-
dress toggling D2 or P2, respectively. Based on the
literature on information hiding (including steganog-
raphy and watermarking), the low significant bits of
the media (images here) are replaced by the check bits.
As a weakness, toggling more than one bit cannot be
detected and recovered by Hamming. For this reason,
the watermarking methods based on Hamming code
(7, 4) were not much successful in the literature except
in [11]. The main idea of that work is distributing in-
volved bits of a Hamming code in the image to be sure
of having at most one toggling in the bit set after tam-
pering with the watermarked image. Hence in certain
conditions, the image can be perfectly recovered.

3 Related work

The first study, which is the base of many works for
tamper detection and recovery, is briefly described
here. Lin et al. [4] proposed a hierarchical scheme of
fragile watermarking for tamper detection and recov-
ery. In most of the related works of fragile watermark-
ing, the image is first divided into non-overlapping
blocks with specific sizes in pixels. In [4], the size of
the blocks is 4 × 4 pixels, and each block contains four
sub-blocks with a size of 2 × 2 pixels. In each pixel,
the six Most Significant Bits (MS-Bits) play the role of
data bits, and the two Least Significant Bits (LS-Bits)
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are dedicated to replacing a watermark. The water-
mark of a sub-block A is used to detect modification
and to recover data bits of another sub-block B. Hence,
the four pixels in A have 4 × 2 = 8 bits to embed the
watermark. Six of them are dedicated to the recovery
bits, as the average of the intensity of the sub-block B
considering just the six data bits. The other two bits
authenticate the recovery bits (e.g., as parity check).
In the tamper detection step, the authenticated wa-
termark of each sub-block A is used to detect any
modification in data bits of associated sub-block B.
In the case that the average of data bits of four pixels
in B is not the same as recovery bits in A, all four pix-
els are replaced by the averaged intensity. For more
details, the reader is referred to [4]. By focusing on
watermarking method based on watermark distribut-
ing, there are two major works [12] and [13]. Lee and
Shunfeng [12] proposed a dual watermark scheme for
detecting image tampers and possible recovery. Their
proposed method is based on Lin’s method [4]. In their
method, the image is divided into upper and lower
parts. The blocks have a size of 2 × 2 pixels, and each
block in the upper half has a partner in the lower half.
The watermark of each block is not only embedded in
its own mapped block but also embedded in the part-
ner block in order to provide two chances of recovery.
It could achieve better results in recovery than Lin’s
method. In each 2 × 2 block, just 5 MS-Bits are used
as data bits. Hence, the three least significant bits per
pixel are allocated to embedding the watermark. The
watermark length is, so, 4×3=12 bits. The average in-
tensity of MS-Bits of each of paired blocks is stored as
the watermark in these bits (one copy in each mapping
block of paired blocks). Two remaining bits in each
block are used for authenticating the stored water-
mark. Two schemes for image tamper detection and
restoration were proposed by Sarkar et al. [13] in 2020.
One of the schemes works in the frequency domain,
and the other in the spatial domain. The quadruple
watermarking approach has been implemented in a
spatial domain scheme. In their proposed method, four
chances are provided to recover the destroyed block.
The watermark is generated from a set of four blocks
A1, . . . , A4 and is embedded in another set of four
blocks B1, . . . , B4, distributed in the image, using a
mapping algorithm. The image is divided into 3 × 3
blocks of pixels with the six most significant data bits.
The watermark length is, hence, 9 × 2=18 bits. The
average intensity of each block A1 (with a compressed
form) generates the recovery bits. Finally, the water-
mark is embedded and duplicated in all sub-blocks B1.
Chan and Chang [14] and Chan [15] proposed an im-
age authentication method using the Hamming code
technique. In Chan and Chang’s method [14], check
bits are divided into two groups based on the most sig-
nificant bits of each data bit so that in each group, the

check bits are unique. As a result, if the value of the
most significant bit per pixel is recognized, the total
pixel value is obtained. Since the pixel value changes
significantly with the wrong prediction of the most
significant bit per pixel, Chan proposed his method
by reducing the effect of this prediction. They first
rearrange the data bits and then check bits are gener-
ated. It creates a new grouping of check bits such that
the value of the most significant bits in each pixel was
deterministically specified. However, due to that data
bits are stored in the same pixel and also check bits
are not separated, any pixel toggling may change more
than one bit. Consequently, detection may be missed,
and recovery may be incorrect. This is why; that work
just was used for tamper detection. In other words,
the special design and capability of Hamming code
were not used. In this paper, The Hamming code is
merged with a distributing method to form a powerful
recovering method. Based on our knowledge, although
there are methods that claim high recovery quality
[16], but do not guarantee a perfect recovery of the
watermarked image, except for the one proposed in
[11]. In that method, not only is Hamming code used
to generate the watermark, but also its property was
applied in temper detection and recovery. In general,
their method is based on distributing the bits involved
in Hamming code. For this purpose, the image is first
divided into eight independent parts. Then, all bits of
the image are grouped in a set of distributed Hamming
codes that contain one bit from each part of the image.
In that method, Hamming code (7,4) was extended to
Hamming code (8,5). It means that, by five data bits
which are selected from separate parts of the image,
three check bits of the watermark are generated and
embedded in the three remained parts. Data bits are
selected from the most significant bits, and the check
bits, which form the watermark, are embedded in the
least significant bits. Since in that method, each bit
of the Hamming code is in a separate part and is dis-
tributed in the image, if the tamper was smaller than
a quarter of the image in diameter, at most one bit of
each Hamming code can be destroyed. According to
the Hamming code property, the tamper is detected
and perfectly recovered. That method has some prob-
lems in embedding. Tampering specific parts of the
image may significantly degrade the recovery. Also, if
the tamper is larger than the threshold, more than
two bits may be toggled. Hamming code can correct
up to one error bit. Hence, the corresponding Ham-
ming code not only cannot detect the toggled bit but
also destroys another bit in another part. In this pa-
per, this method has been improved in order to tackle
these problems. By considering the dependency be-
tween Hamming codes distributed in common pixels,
a method is proposed to recover even two bits of code.
Hence, a tamper smaller than half of the image in
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width and height can also be recovered.

4 Proposed method

In this section, the novel fragile watermarking [11] and
the proposed improvements, including three stages
(embedding, detecting, and recovery), are presented
in detail. In the embedding stage, it is explained how
the watermark is generated using Hamming code,
distributed, and embedded in some least significant
bits of the image. In the temper detection and recovery
stages, the Hamming code property is used to detect
and reconstruct the temper in the image perfectly in
specific conditions.

4.1 The embedding procedure

In grayscale images, the intensity of each pixel is
presented by eight bits giving 256 possible different
gray values. It has been addressed in Section 2 that; the
four Most Significant Bits (MSBs) of data are encoded
by Hamming (7,4) into three check bits embedded in
three Least Significant Bits (LSBs). Hence, the fifth
most significant bit is used neither as data nor a check
bit. Having no information about the fifth MSB in the
watermarked image degrades the quality of recovery.
This is why; Hamming (8,5) was proposed in [11] and
used in this paper, as presented in Equation 3.

P1 = D1 ⊕D2 ⊕D4 ⊕D5

P2 = D1 ⊕D3 ⊕D4 ⊕D5

P3 = D2 ⊕D3 ⊕D4 ⊕D5

(3)

In other words, XOR of D4 and D5 plays the role
of the 4th data bit in traditional Hamming code. If
just one bit is toggled, it may be exactly or proba-
bly (with the chance of 50%) determined. With this
modification, in the case of having all check bits in-
consistent with the equations in Equation 3, called
Full Inconsistency, one of D4 or D5 has been toggled.
Otherwise, the toggled bit (D1, D2, D3, P1, P2, P3) is
deterministically known. As the next contribution,
the Hamming code is applied on a Distributed Pixel
(DP), which includes eight bits from eight different
and sufficiently far pixels in the image. These pixels
are called original pixels, in the rest of the paper, to
be distinguished from DPs. A set of eight far original
pixels in the image form a Distributed Block (DB).
From each DB, eight DPs can be extracted. To gen-
erate watermarks based on the modified Hamming
code (8,5) on a DP, five data bits are selected from
five MSBs of different original pixels, and the check
bits are embedded in three LSBs in three other pixels.
Hence, each original pixel, five and three times, plays
the role of data and check bit provider, respectively.

Figure 1 shows two sets of far pixels as two DBs.
As mentioned, each DB produces eight different DPs.

Figure 1. Two templates of selecting distributed pixels in the

embedding procedure(7,4)

Hence the bits of each DP are also far from each other.
These templates can rotate to produce other DBs.
More precisely, as shown in Figure 1, the Euclidean
distance of two original pixels of a DB is at least T
equal to a quarter of the diameter of the image. For
example, in a square 256×256 image, the length of
the diameter of the image is 255

√
2; as a consequence,

T =
255

2
√
2
≈ 90.16. This threshold is the maximum

size of the tamper in diameter to guarantee the perfect
reconstruction in [11], where the diameter of a tamper
is defined as the longest distance between two modified
pixels in the image. With this design, if the diameter
of the tamper is less than T, two different original
pixels of a DB are never modified simultaneously.
Because one and just one bit from each original pixel
participates in a DP; at most, one bit of a DP can
be modified. Hence, if the proposed Hamming code is
applied on each DP, the modification can perfectly be
recovered unless in the case of Fully Inconsistency. In
addition, two horizontally/vertically neighbor pixels of
a DP are at least as far as one-half of the width/height
of the image. It means that a tamper smaller than half
of the image in width and height can cover at most two
orthogonally neighbor pixels. Also, if four horizontal
or vertical parts of the image have been tampered, just
two pixels have been destroyed. One of the main merits
of the proposed method in this paper rather than [11]
is recovering even two bits of error by considering
dependencies of DPs in a DB. With this extension, the
size of guaranteed perfect recovery is four times the
one in [11]. Inspired by [11], from all possible choices,
a simple approach was used in two rounds. In the first
round, the four different original pixels from the upper
half of the image (called the upper part) are considered
to provide four data bits of associated DPs. Then,
one pixel of the lower half of the image (called the
lower part) is also selected as the provider of the last
data bit. This procedure is repeated four times with
different unused MSBs of associated pixels. Each pixel
of the lower part plays the role of data bit provider
just once. In each iteration, corresponding check bits
are generated and overwritten on the associated LSBs
of other unused three pixels from the lower part. In
the second round, the roles of pixels in the upper and
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Figure 2. The first round of embedding: four MSBs and

LSBs of pixels in the upper and the lower half of the image,

respectively, in the embedding procedure(7,5)

lower parts are swapped.

This scheme is depicted in Figure 2 whereDi
k and P

i
k

are kth data and check bits, respectively, in Hamming
code presented in Equation 3 and i represents the
iteration of the first round. Note that the first and
the third pixels correspond to the first and the second
pixels of the first row, and the second and fourth
pixels correspond to the first and second pixels of the
second row in each part. In the second round, the
same pattern is executed to embed MSBs of pixels in
the lower part. The involved bits of the same DP (or
iteration) are colored similarly. As shown, in the first
round, four MSBs of the pixels in the upper half of
the image and one MSB and three LSBs of the pixels
in the lower half of the image contribute to the coding.
All MSBs (five bits) of pixels are considered the data
bits, and LSBs are replaced by the check bits. In [11],
in the first iteration, all the bits D1 − D4 were the
most significant bit of the original pixels in the upper
part. In the second iteration, these bits were the 2nd

MSB of these pixels and so on. As shown, however, in
Figure 1, the orthogonal selection is proposed. The
proposed bit selection in this paper has three merits
rather than [11] as follows:

• The kth Hamming bit is also the kth bit of the as-
sociated original pixel. Hence 4th and 5th bits of
Hamming code, which may be changed without
deterministic detection, are not selected from
the three MSBs.

• Each pixel in the upper and lower parts provides,
respectively, 4th and 5th Hamming bits just once.
Hence, uncertainty is distributed between the
pixels uniformly.

• The 4th and 5th bits in a DP are far with the
distance of 2T. Although Hamming Code can
recover any single-bit modification, in the ex-
tended Hamming Code (8,5), 4th and 5th bits
can be simultaneously changed without making
DP inconsistent. With the proposed bit selec-
tion, even in the case of having tamper sizes

greater than T but less than 2T in diameter, 4th

and 5th bits cannot be modified simultaneously.

These properties of the proposed embedding are some
of the differences between this work with the one
presented by the authors in [11]. However, the main
contribution is to detect the modification of two bits
of a DP in the recovery procedure.

4.2 The tamper detection procedure

In order to find the location of the tampered area,
first, the watermark is extracted. Hence, the Syndrome
vector is generated by Equation 2 For example, the
Syndrome vector is computed in Equation 4 for the
ith iteration (DP) of each round.

Si
1 = Di

1 ⊕Di
2 ⊕Di

4 ⊕Di
5 ⊕ P i

1

Si
2 = Di

1 ⊕Di
3 ⊕Di

4 ⊕Di
5 ⊕ P i

2

Si
3 = Di

2 ⊕Di
3 ⊕Di

4 ⊕Di
5 ⊕ P i

3

(4)

Suppose the tamper is such that it modifies up to
one bit in each DP. In this case, the Syndrome vector
with a value of [000] indicates no error has occurred,
and the Syndrome vector with a value of [111] indi-
cates one of D4 or D5 has been modified. For the
rest of the Syndrome vector values, one of the bits
D1, D2, D3, P1, P2 or P3 has been modified. One of the
most merits of the proposed method in comparison
with [11] is its extension to reconstruct even two bits
of error in each DP. For simplicity, this extension is
described in Hamming code (7,4). Based on four data
bits, sixteen (24) consistent 7-bit Hamming codes can
be generated. Hence, there are totally 27 = 128 codes
out of which 12.5% are consistent. If it is assumed that,
at most one error bit has occurred, there are eight
possible observations for each consistent code after
tampering (no error or one of the seven bits is toggled).
Let us call this set of observations a candidate set. In
Hamming method, candidate sets of two consistent
codes have no common code. This is why; for each
observed code, there is only one consistent code from
which this observation can be generated. However, if
there are two bits of error, Hamming code’s assump-
tion is wrong and certainly determines another bit for
correction. It leads to achieving a code with three error
bits. In the method in [11], tampering two far pixels
contributing in a Hamming code leads to distortion of
a pixel somewhere else after reconstruction. However,
in this paper, it is assumed that, at most, two bits
may be modified. Hence, there are 29 = possible ob-
servations in each candidate set. Of course, a pair of
candidate sets now have common codes. Also, it can
be shown that each code is seen in four candidate sets
if itself is inconsistent. But, a consistent code cannot
be seen in other candidate sets. Consequently, each
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Figure 3. Four candidate sets which contain the inconsistent
code, in the tamper detection procedure

inconsistent observed code may be generated from
four consistent Hamming codes. One of these codes
has one bit of difference and the other three codes
have two bits of difference from the observed code. An
example is shown in Figure 3.

Based on this approach, an inconsistent distributed
Hamming code proposes four solutions, each of which
addresses different bits (in different original pixels)
for toggling. The challenge is now, which one of these
solutions should be selected? This code is one of the
eight DPs extracted from a common DB of the im-
age. Each of these Hamming codes proposes its own
solutions, and each solution determines one or two
original pixels of the image as tampered pixels. It is
assumed that at most, two out of the eight original
pixels can tamper. Hence, the tampered pixels should
cover a solution for each DP. These pixels are con-
sidered tampered pixels, and associated solutions are
applied to reconstruct them.

4.3 The tamper recovery procedure

As mentioned, two-bit modifications can also be dis-
covered if the tamper size is less than half of the image
in width and height or less than a quarter of the image
in width or height. Unlike the traditional Hamming
code in [11], which corrects single-bit modifications,
this paper attempts to provide a method to correct
more bits of error in each DP. Assuming two out of
eight bits are modified, twenty-eight (i.e., (82) = 28)
different combinations of pixel distortion in a DB are
possible. Each combination is called, here, a Tamper
Combination (TC). Also, with five data bits, 25 = 32
original consistent DPs, called Hamming String (HS),
are possible. Given two sequences of bits, their Ham-
ming Distance (HD) is defined as the number of corre-
sponding bits that are different. Given eight bits of a
DP, only four HS exist with HD not greater than two.
Each candidate HS is associated with one (if the dis-
tance is two) or more (if the distance is one) specific
TCs. Therefore, a limited set of TCs can be extracted
for a DP. As explained, each DB is involved in form-

ing eight different DPs. The true TC is computed by
intersecting on candidate TCs of each DP in a DB.
Finally, each DP is recovered by the selected TC and
is replaced by the associated Hamming String.

5 Experimental results

The performance of the proposed scheme is measured,
in this section, considering both tamper detection and
image recovery in comparison with related state-of-
the-art methods. For quantitative evaluation, Peak
Signal-to-Noise Ratio (PSNR) is a well-known crite-
rion in watermarking to evaluate the quality of image
I1 relative to image I2 as defined in Equation 5 and
Equation 6.

PSNR = 20× log

(
255√
MSE

)
(5)

MSE =
1

M ×N

M−1∑
i=0

N−1∑
j=0

|I1(i, j)− I2(i, j)|2 (6)

The symbols I1(i, j) and I2(i, j) addresses the pixel
values in ith row and jth column of the image I1 and
I2 respectively. The width and the height of the image
are also denoted by M and N pixels, respectively. In
the absence of noise or perfect recovery, the two images
I1 and I2 are identical, and thus the MSE is zero. In
this case, the PSNR is infinite, but due to prevent
ambiguity, this case is reported as “Perfect Recovery”
in the experiments. In addition, Structural Similarity
Index Measure (SSIM) has been recently proposed to
measure the similarity of an image with its original
version based on the structure of the image, not bit
errors as shown in Equation 7

SSIM =
(2µxµy + c1)(2σxy + c2)

(µ2
x + µ2

y + c1)(σ2
x + σ2

y + c2)
(7)

where µx and σ2
x represent the mean and variance of

pixel values in the image x , respectively. Moreover,
σxy is the covariance of pixel values of the images x
and y . Finally, c1 and c2 are constant values to pre-
vent weak denominators and are set to default values
presented in [17]. As can be seen, SSIM compares the
total similarity of the images with respect to the mean,
variance, and covariance of pixel values. It also has
less concentration on specific tampered pixels in com-
parison with PSNR. This problem, along with having
no SSIM for most of the experiments of related works
leads to selecting PSNR as the main evaluation met-
ric in this paper. In the current investigation, some
standard images were used for the experiments. Also,
the four most widely used standard images have been
illustrated in Figure 4, which are “Lena”, “Camera-
man”, “Pepper” and “Barbara”. All these gray-scale
images are of size 512 × 512 pixels.
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Figure 4. Some most widely used standard test images (Origi-

nal Images): “Lena”, “Cameraman”, “Pepper” and “Barbara”

Table 1. PSNR of the watermarked image relative to the
original image

Original image PSNR

pepper 39.10

Lena 39.09

Barbara 39.11

Cameraman 39.12

Plane 39.13

Baboon 39.08

Boat 39.07

Zelda 39.11

Elaine 39.09

Home 39.08

When the watermark is embedded in the original
image, the watermarked image is in hand. It is very
important that the watermarked image is not visu-
ally different from the original image, meaning that
the original image, after embedding the watermark,
should have acceptable quality. Figure 5 shows the
watermarked image of the original image in Figure 4.
As it is clear, the visual differences between the origi-
nal image and the corresponding watermarked image
are not discernible. As mentioned, embedding PSNR
measures imperceptibility and similarity between the
original and the watermarked images. Table 1 demon-
strates the PSNR of watermarked images for ten stan-
dard images, including the ones presented in Figure 4
and Figure 5.

Significant results could be achieved by the proposed

Figure 5. Watermarked Images of Figure 4

(a) (b) (c)

Figure 6. Image of Barbara: (a) 3% tampered; (b) the detected

tampered regions; (c) recovered image

(a) (b) (c)

Figure 7. Image of Pepper: (a) 6% tampered; (b) the detected

tampered regions; (c) recovered image

method in tamper detection and recovery, particularly
if the tempered size does not exceed the threshold
T. Figure 6, Figure 7, Figure 8, Figure 9, Figure 10,
and Figure 11 show the result of the recovered image
relative to various tampered sizes.

In Figure 11-(a), 25% of the pixels of the image are
tampered. Figure 11-(b) and Figure 11-(c) indicate the
tamper detection results using two templates of DBs
presented in Figure 1. Finally, the perfectly recovered
image is presented in Figure 11-(d). In order to further
compare the performance of the proposed scheme with
the related works, the PSNR of the recovered image
vs. the watermarked image is reported in Table 2
and Table 3 with various tamper sizes. It measures
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(a) (b) (c)

Figure 8. Image of Cameraman: (a) 10% tampered ; (b) the

detected tampered regions; (c) recovered image

(a) (b) (c)

Figure 9. Image of Lena: (a) 15% tampered; (b) the detected
tampered regions; (c) recovered image

(a) (b) (c)

Figure 10. Image of Barbara: (a) 20% tampered; (b) the

detected tampered regions; (c) recovered image

(a) (b)

(c) (d)

Figure 11. The “Lena” image (a) with 25% tampered pixels,
(b) and (c) the detected tamper in accordance with DB patterns

in Figure 1, and (d) the recovered image

the ability of the methods in order to reconstruct
the watermarked (not original, which is not in hand)
image.

Table 2. The PSNR of the recovered image respect to the

tampered size

Paper Embedding

rate

PSNR(dB) of

Recovered image

Ref [15] method #1 3 51.97

Ref [15] method #2 3.25 52.90

Ref [15] method #3 3.49 53.42

Ref [15] method #4 4 Perfect Recovery

Proposed method 3 Perfect Recovery

Table 3. The PSNR of the recovered image respect to the

tampered size

Paper 10% 20% 25%

Ref [12] 35.17 − 33.45

Ref [13] (Quad) 41.10 39.45 −

Ref [13] (DWT) 45.34 41.23 −

Ref [18] 45.85 − −

Ref [19] 37.50 − 33.95

Ref [5] 38.69 37.15 −

Ref [20] 45.09 40.58 39.50

Ref [21] 44.15 41.83 −

Ref [22] 48.21 45.07 −

Ref [11] ∞ 39.44 37.16

RRef [23] 40.48 36.57 34.80

Ref [24] 47.00 43.00 41.00

Ref [25] 36.00 30.00 29.00

Proposed method
Perfect
Recovery

Perfect
Recovery

Perfect
Recovery

The PSNR of the recovery image is shown in Table 2
to compare the proposed method with four classic
watermarking methods based on Hamming code [15].
Based on this reference, the tamper size is 64 ∗ 64 in
512 ∗ 512 images. The average number of bits used to
embed the check bits as the watermark is called the
embedding rate. The greater the embedding rate, the
lower PSNR in the embedding stage. As shown, the
method #4 can perfectly recover the image, but with
a low PSNR of embedding. However, the proposed
method along with maintaining the PSNR value of em-
bedding the watermark in just three LS-Bits, achieves
the perfect recovery.

The results of the proposed method, compared to
some other related state-of-the-art methods, are re-
ported in Table 3. The results indicate that the pro-
posed method could outperform others. As shown, the
proposed method is the only one that perfectly recov-
ers the image for 10% tamper size. Although all the
methods have not reported the PSNR for all tamper
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Table 4. The SSIM of the recovered image respect to the

tampered size

Original image SSIM(up to 25%)

Pepper 100

Lena 100

Barbara 100

Cameraman 100

Plane 100

Baboon 100

Boat 100

Zelda 100

Elaine 100

Home 100

sizes, and the proposed method is originally created
for perfectly small tampers, larger tampers are also in-
vestigated. The proposed method completely recovers
the temper with a maximum size of 25% of the total
image. SSIM has been reported in specific conditions
in a few researches. Table 4 demonstrates the SSIM
of recovery images with up to 25% tampered size.

6 Conclusion

In this paper, a new fragile watermarking method to
detect the tampered area in the image and recover
the original image has been proposed. Using Ham-
ming code applied on distributed Pixels is the main
contribution of this work. A Hamming (8,5) is pro-
posed to generate the check bits. Then, it is integrated
with a pixel-distributing scheme. The contribution in
embedding is degrading the sensitivity of the image
recovery to tampering with specific parts of the image.
Also, the proposed reasoning in the recovery phase
leads to reconstructing even two-bit modifications in
Hamming with a high probability. Experimental re-
sults accepted this claim, and the proposed method
completely recovered the temper with a maximum
size of 25% of the total image. Focusing on decreasing
the embedding PSNR, inserting the key to preserve
embedding privacy, decreasing the embedding rate,
and other bit or pixel selection schemes in distributed
blocks can be investigated in the future.
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