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Abstract

Access-driven attacks are a series of cache-based attacks using fewer measurement samples to extract sensitive key values due to the ability of the attacker to evict or access cache lines compared to the other attacks based on this feature. Knowledge of address offset for the corresponding data blocks in cryptographic libraries is a prerequisite for an adversary to reload or evict cache lines in Intel processors. Preventing the access of attackers to the address offsets can potentially be a countermeasure to mitigate access-driven attacks. In this paper, we demonstrate how to perform the Evict+Time attack on Intel x86 CPUs without any privilege of knowing address offsets.

1 Introduction

Numerous studies have been conducted to present new attacks using the time difference between the processor access to main memory and cache memory. Such attacks are mostly divided into three categories of time-driven, trace-driven, and access-driven attacks. In time-driven attacks, the attacker knows the capacity of the cache memory lines and measures the cryptosystem runtime. After that, he performs statistical analyses on the measured samples to distinguish between cache miss and cache hit events. The amount of information extracted in these attacks depends on the capacity of the cache memory lines [1–5]. In trace-driven attacks, the attacker is able to create a profile in order to distinguish between the cache hit and cache miss [6]. Access-driven attacks can be divided into synchronous and asynchronous categories. The Evict+Time, Prime+Probe[7] and Flush+Reload attacks [8] are among the most important access-driven attacks. In the access-driven attacks, the attacker frequently needs to evict or reload data from the cache memory before or after performing the targeted cryptosystem which requires the knowledge about the virtual or physical addresses. In other words, it is assumed that the attacker is able to detect the address offsets of the targeted data in the libraries used by the cryptosystem.

One possible solution for preventing the success of access-driven attacks is to prevent page sharing which was mentioned for the first time in [8]. However, as it is discussed in the literature this would increase the execution time by increasing the cache-miss rate. In this paper, we study this approach from another angle. Independent of performance issues, we aim to investigate whether or not such a naive approach can be secure at all. In this paper, we propose an Evict+Time attack on AES which is applicable based on the fewer assumptions in comparison to the previous attacks. Unlike the proposed access-driven attacks in the literature, our method can retrieve all bits of the secret key without requiring any knowledge about the virtual address of the data. The attack is applicable on a processor in which the cache memory
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has the following characteristics:

1. The last level of cache memory uses the LRU replacement policy.
2. The last level of cache memory is inclusive with respect to the upper levels of cache.

We should note that most of the cache memories in the modern Intel processors have the aforementioned properties.

This paper is organized as follows. In Section 2, we describe background information. We introduce the access-driven attacks in Section 3. In Section 4, we describe our technique to apply Evict+Time attack without explicit knowledge of address offsets on Intel CPUs. We present the experimental results in Section 5. Finally, we conclude in Section 6.

2 Background

2.1 Software Implementations of AES

Advanced Encryption Standard (AES) is a block cipher which has been adopted as an encryption standard by the U.S. government. AES has a substitution-permutation network (SPN) structure with 128-bit block size and operates on a 4 × 4 array order of bytes. AES supports a key length of 128, 192 or 256 bits which are determined as AES-128, AES-192 and AES-256, respectively. In this paper, we consider an attack on AES-128 which has 10 rounds. Each round composed of four types of transformation: round key addition, Sbox, ShiftRow and MixColumn which we denote by $S$, $SR$ and $MC$, respectively. The $MC$ operation is omitted in the final round and a whitening key addition is performed after the last round.

Common libraries like OpenSSL use the look-up tables presented in Equation 2.1 to implement AES. In these libraries, the columns of the output matrix for the first nine rounds are computed as presented in Equation 2. The method was proposed for the first time in [9]. As the last round does not have MixColumn, T-tables cannot be utilized straightforwardly. In Equation 3, a common implementation for the last round is presented which makes use of T-tables [10].

In all equations, $s_j^r$ refers to the $j$-th byte in the input of the $r$-th round where $0 \leq j \leq 15$ and $r \leq 10$.

$$T_0 = \begin{bmatrix}
02.S(z) \\
S(z) \\
03.S(z)
\end{bmatrix},
T_1 = \begin{bmatrix}
03.S(z) \\
02.S(z) \\
S(z)
\end{bmatrix},
T_2 = \begin{bmatrix}
S(z) \\
03.S(z) \\
02.S(z)
\end{bmatrix},$$

$$T_3 = \begin{bmatrix}
S(z) \\
03.S(z) \\
02.S(z)
\end{bmatrix}$$ (1)

$$\begin{align*}
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
T_0 & [s_i^r] \oplus T_1 [s_i^r] \oplus T_2 [s_i^r] \oplus T_3 [s_i^r] \oplus [k_0, k_1, k_2, k_3, k_4, k_5, k_6, k_7, k_8, k_9, k_{10}, k_{11}, k_{12}, k_{13}, k_{14}, k_{15}] \\
\end{align*}$$ (2)

$$c_{0-3} = (T_2 (s_{10}^i) \& 0xFF000000) \oplus (T_3 (s_{10}^i) \& 0xFF000000)$$
$$\oplus (T_0 (s_{10}^i) \& 0xFF000000) \oplus (T_1 (s_{10}^i) \& 0xFF000000) \oplus (T_0 (s_{10}^i) \& 0xFF000000) \oplus (T_1 (s_{10}^i) \& 0xFF000000) \oplus (T_0 (s_{10}^i) \& 0xFF000000) \oplus (T_1 (s_{10}^i) \& 0xFF000000) \oplus (T_0 (s_{10}^i) \& 0xFF000000) \oplus (T_1 (s_{10}^i) \& 0xFF000000)$$ (3)

where $c_{i-j}$ represents the $i$-th to $j$-th bytes of the ciphertext and $k_i^r$ represents the $i$-th byte of the key in the $r$-th round.

By installing OpenSSL libraries, the address offset of each element in the lookup tables $T_0, ..., T_3$ which are sequential can be found in the 1ibcrypto.so file. To the best of our knowledge, it is assumed in all proposed access-driven attacks that the attacker can find the corresponding address offsets in the aforementioned file (look for example [7, 8, 11, 12]).

2.2 Virtual Memory

In order to isolate different processes, processes nowadays referring to virtual addresses instead of directly referring to physical addresses [13]. The space of virtual memory addresses is divided into specific-capacity and fixed-capacity pages. Physical address space is divided into the page size with a specific capacity which equals to the virtual address pages. The size of pages partitioning the address space and translation scheme to convert a virtual address into a physical address is different in processors. Depending on the capacity of these partitioning pages, a certain number of the smallest bits of virtual addresses equals to the bits of physical addresses.
If the page size is \( l \) bytes, the first \( \log_2 l \) bits of a virtual address equal to the first \( \log_2 l \) bits of the corresponding physical address. The page size in most Intel processors is 4kB. In other words, the first 12 bits in the virtual and physical addresses are equal. As we discussed later, this feature is an effective factor in the performance of the proposed attack in this paper.

### 2.3 Cache Memory Structure

In this section, we describe cache memory structure and introduce basic concepts which are needed in this paper. An interested reader can refer to [14] for more details. In modern processors, cache memory is used to eliminate the delay in access to the main memory. In case the processor finds the required data in the cache memory, cache hit occurs. Otherwise, a cache miss occurs which causes a fetch from the slow main memory. The underlying basis of cache-based attacks is the time difference between these two events. Modern processors mostly use multi-level cache memory which has a variety of capacities. Each level of the cache memory is organized into sets with each set is divided into several lines.

We enumerated the bits of the address from LSB to MSB and denote the \( m \)-bit address as \( (r_{m-1}, \ldots, r_0) \). The \( i \)-th to \( j \)-th bits of the address correspond to the bits \( (r_j, \ldots, r_i) \) where \( 0 \leq i < j \leq m - 1 \). The bits \( (r_{n+\delta}, \ldots, r_i) \) determine the proper set for transferring single-byte data with \( m \)-bit address to a level of cache memory which consists of \( 2^n \) sets. Each line of a set has a capacity of \( 2^\delta \) bytes. The bits \( (r_{m-1}, \ldots, r_{n+\delta}) \) indicates the corresponding tag.

#### 2.3.1 Addressing Mode

Three different methods are used for computing the host set and tag of data for transferring it to the cache memory. The VIPT method uses the virtual address of the data to calculate the host set and tag. In the PIPT method, the physical address of the data is used to compute host set and tag. The VIPT method is a combination of the two previous cases and attempts to eliminate their defects. In this method, the virtual address of data is used to compute the host set and its physical address to calculate the tag of data.

The PIPT method is used to transfer the data to cache memory in the last level cache memory in Intel processors [13].

#### 2.3.2 Replacement Policies

When the cache memory is full, there is no cache line available for new data from the main memory to be stored in the cache memory. Consequently, a cache memory line must be chosen for replacement to open up space. Various replacement policies have been implemented in the modern processors. Least recently used (LRU) is one of the widest policies used in all levels of Intel processors and upper levels of ARM processors. Based on this policy, a line from the set which is least recently used is selected to be discarded. One should note this feature is an influential factor in the success of novel attacks on Intel processors.

#### 2.3.3 Inclusive Cache Memory

Intel processors have three levels of cache memory. Each core of the Intel processor has its own L1 and L2 levels while L3 level is shared by all cores. If all available blocks in the higher levels (L1 and L2) also present in the L3 level, then L3 level is called inclusive. The last level of cache memory is called exclusive to the higher levels if the blocks in L3 level do not present in the upper levels simultaneously. If the late level of cache memory is neither inclusive nor exclusive, it is called non-inclusive. All proposed attacks in this paper are performed on the last level of the cache memory as we exploit the property of inclusiveness in L3.

### 3 Access-Driven Attacks

The access-driven attack is a class of cache-based side-channel attacks in which the attacker is able to scrutinize the cache behavior granularly in order to detect whether a specific cache line has been evicted or accessed.

In recent years, an increasing amount of literature has focused on the access-driven attack [7, 8, 11, 15, 16]. Among others, the access-driven attacks being presented on modern processors can be divided into three major categories. In what follows, we briefly introduce the general procedure for applying these attacks on the first round of the AES cryptosystem.

- **Evict+Time:** In this attack [7], the attacker first causes the victim to run the AES encryption function for encrypting a specific plaintext under the unknown secret key. Then, he guesses a value for the most significant bit sof \( k_i \) where in what follows we denote by \( < k_i \) \>. Based on the offset in `libcrypto.so`, the attacker calculates the virtual address corresponds to \( T_j(x_i \oplus k_i) \) and `evict` it from the cache memory. Finally, he triggers second encryption with the same plaintext again and measure its time. If the attackers guesses \( < k_i \) correctly, due to the incidence of cache miss, the run time of crypto system is larger than a threshold.

- **Prime+Probe:** In this attack [7], the attacker guesses the value of \( < k_i \) and computes the
address of $T_j(x_i \oplus k_j)$ using the libcrypto.so file. After that, the attacker fills the calculated set by the data having a congruent address to the address of the predicted block. Ultimately, he measures the runtime for accessing the data transferred to the host set after running a cryptosystem with a specific input. If the key is correctly guessed, the data transferred in the first stage of the attack will be evicted by running the cryptosystem. Consequently, the access time will be significantly larger due to the occurrence of cache-miss.

- **Flush+Reload**: In this attack [8], the attacker flushes desired memory lines which are allocated for specific data in $T$-tables using the clflush instruction. Then, he attempts to extract the key by measuring the access time of flushed data after running the cryptosystem. The evicted data is returned to the cache memory by running the cryptosystem and its access time will be small because of the cache hit if the key is properly guessed. In this attack, both flushing and accessing stages require knowledge about the addresses of these blocks in their respective libraries.

4 New Access-driven Attack without Knowledge of Address Offsets

The section starts with a description of our method which expresses how to extract the $\delta$-th to 11-th bits of the virtual addresses of the blocks in the $T$-tables where $\delta$ denotes the log_2 of the line capacity as described in Section 2.3. Subsequently, we demonstrate all bits of the secret key in the AES cryptosystem can be extracted by utilizing the information obtained in the first part.

4.1 Extracting Partial Bits of Virtual Address

We aim to present a method to identify all or some bits of the virtual addresses of the blocks. First, we discuss the assumptions that are considered in our method. After that, we introduce a method to evict cache memory lines which are allocated to one of the blocks in $T$-tables without knowing the virtual address of any of the blocks in the look-up tables $T_0, ..., T_3$. Finally, we present our method in order to extract partial bits of virtual addresses of the $T$-tables blocks.

4.1.1 Assumptions:

The offset addresses of the elements in the $T$-tables are consecutively stored in the files related to the library used by the cryptosystem. Due to the addition of a constant value to each of these offsets to produce a virtual address in the processing of encryption for these blocks, the virtual addresses of the elements of these look-up tables are sequential. As it is mentioned before, we assume that ASLR is not used and consequently it does not affect the page addresses.

The four $T$-tables used in the AES cryptosystem consist of 1024 consecutive elements each of which includes 4 bytes. So the four $T$-tables totally consists of 4096 = $2^{12}$ bytes. Consequently, the first twelve bits of the virtual address of the elements in the $T$-tables are not equal to each other and its value is between 0 and 4095. On the other hand, the virtual memory of the processor we use supports 4KB pages. Consequently, the 12 least significant bits of the virtual address equal to the 12 least significant bits of the physical address which means the adversary knows these bits.

We assume that the type of data transfer to the last level of cache memory is PIPT method and the storage of virtual memory pages is 4kB. If an attacker knows the 12 least significant bits of the physical address for a given data, he can consider $2^{w+\delta-12}$ sets as potential candidates for hosting this data. For example, for a data with the virtual address of $0xa7a6a5a4a30c0$, if we assume $\delta = 6$ then the sets that can host this data are \{3, 67, 131, ..., 4035\} if and the cache memory has 4096 sets with $2^5 = 64$-byte lines.

4.1.2 Eviction Policy

In this part, we show that how we can evict cache memory lines which are allocated to one of the blocks in $T$-tables without any explicit knowledge of address offsets.

We assume that all blocks in the $T$-tables are placed in the last level of the cache memory. We denote the number of cache lines in each set by $w$. By accessing the arbitrary data such that the 12 least significant bits of their virtual addresses are equal to each other, $w$ cache lines in each candidate cache set must be replaced to evict a specific cache line which includes one of the blocks in the $T$-tables. As it is mentioned before, Some other host cache sets (with the same value for $\delta$-th to 11-th bits in their page offsets) are also evicted as a side effect which does not affect our process.

To this aim, we need to specify the number of accesses ($N$) required to assign a minimum of $w$ memory lines to $2^{w+\delta-12}$ cache sets which are candidate sets for hosting the desired block from the $T$-tables. The lower bound for the number of required data to be
loaded in order to evict a cache line can be estimated approximately by the formula given in Equation 4.

\[ N = 2^{2(n + \delta - 12)} \cdot w \]  

(4)

In this formula, the size of the virtual memory pages is considered as 4kB. We provide the proof in Appendix A. One should note, Equation 4 provides an approximation of the number of required data as we make some assumption in the computation of this formula. In particular, it is assumed that physical page addresses are chosen uniformly at random which is not necessary valid in practice. In order to find the accurate number of required data, one should test the process experimentally as we did in our experience.

The replacement policy in the cache memory of Intel processor is based on least recently used (LRU). Assigning at least \( w \) memory lines to each cache set leads to the evicting of all sets which are candidates for hosting the data.

4.1.3 Profiling Process and Extracting Virtual Addresses

In what follows we describe precisely how the virtual addresses correspond to the T-tables can be retrieved partially. The process is presented in Algorithm 1.

The attacker creates a matrix \( M \) with \( N \) virtual addresses which are equal in the 12 least significant bits. The attacker makes access to all elements of the matrix \( M \) (lines 2-4 in Algorithm 1). The \( \delta \)-th to 11-th bits of the virtual addresses in the matrix \( M \) equal to the \( \delta \)-th to 11-th in the virtual addresses of one of the blocks in the T-tables. As it is explained in Section 4.1.2, at least \( w \) random blocks are transferred to each of the \( 2^{n+\delta-12} \) candidate cache sets by accessing the elements of the matrix \( M \) which leads to evict cache memory lines which are allocated to one of the blocks in T-tables.

Then the encryption function of AES for a random plaintext \( x \) and a fixed key \( k \) chosen by the adversary is performed and the time of execution is measured (lines 5-8 in Algorithm 1). In order to measure the execution time, we use \texttt{rdtsc} command. Before and after the (complete 10-rounds) encryption process the time stamp is saved in \( t_1 \) and \( t_2 \), respectively. The execution time can be computed as \( t_1 - t_2 \).

For each of the values of the bytes \( x_0, x_1, x_2 \) and \( x_3 \) where \( x_i \) denotes the \( i \)-th byte of the plaintext \( x \) for \( 0 \leq i \leq 3 \), we compute the summation of execution times in \( L_0[x_i] \) and increase the corresponding counter \( \text{counter}_b[x_i] \) by one (lines 9-12 in Algorithm 1). We remind that since the plaintexts are chosen by the attacker in the profiling phase, the values of \( x_0, x_1, x_2, \) and \( x_3 \) are known for the attacker. Finally, we compute the average time of the execution of the encryption system based on the values of the bytes \( x_0, x_1, x_2 \) and \( x_3 \) by computing \( D_b = L_b/\text{counter}_b \) (lines 14-18 in Algorithm 1).

Algorithm 1 Timing profile for \( x_0 \) to \( x_3 \)

\begin{verbatim}
Input: Matrix \( M \) with \( N \) virtual addresses which are equal in the 12 least significant bits.
Output: Average time for access \( x_0, x_1, x_2 \) and \( x_3 \).
1: for (number=0; number<required samples; number++) do
2: for (j=0; j<N;j++) do
3: maccess(*M[j]);
4: end for
5: \( x \) ← random plaintext
6: \( t_1=\text{rdtsc}() \)
7: \( AES_k(x) \)
8: \( t_2=\text{rdtsc}() \)
9: for (b=0; b<3;b++) do
10: \( \text{counter}_b[x_j]++; \)
11: \( L_b[x_j] = L_b[x_j] + (t_2 - t_1) \)
12: end for
13: end for
14: for (b=0; b<3;b++) do
15: \( D_b[j] = \frac{L_b[j]}{\text{counter}_b[j]} \)
16: end for
17: end for
18: end for
\end{verbatim}

If the evicted cache line is accessed in the process of AES encryption, a cache miss occurs. Consequently, we expect that the access to a specific (but unknown) virtual addresses which are equal in the 12 least significant bits. In other words, we expect to observe higher average time for this access in the timing profile phase presented in Algorithm 1. The leap can be observed in a specific \( D_b \) for \( 2^{\delta - 2} \) consecutive values \( \{j', j'+1, ..., j'+2^{\delta - 2} - 1 \} \) in which the (\( 10 - \delta \)) most significant bits are equal (the \( \delta \)-th to 7-th bits are the same). For instance, Figure 1 illustrates the results of running Algorithm 1 on the Intel Core i5-4200U processor where \( \delta = 6 \).

By considering \( < j' > \oplus < k_b > \), the attacker can identify the memory line that is evicted in Algorithm 1 where \( k_b \) denotes the first round key for \( b' \in \{0, 1, 2, 3\} \). In other words, the attacker can conclude that \( < j' > \oplus < k_b > \)-th line of \( T_{b'} \) is evicted. The \( \delta \)-th to 11-th bits of the virtual address of the identified memory line are equal to the \( \delta \)-th to 11-th bits of elements of the matrix \( M \). As the blocks of T-tables are consecutive, the attacker can similarly identify the \( \delta \)-th to 11-th of virtual addresses for other blocks.

4.2 Key-recovery Attack

In this section, we demonstrate how all bits of the secret key can be extracted by utilizing the information obtained from the profiling phase presented in Section 4.1.
As can be seen in Equation 3, the value of each byte of the ciphertext depends only on one of the T-tables in the last round. For instance, the bytes $c_0, c_4, c_8, c_{12}$ in the ciphertext depend only on the look-up table $T_2$ in the last round. A closer look at the last round of AES indicates that any byte value of the ciphertext can be written as Equation 5.

\[ c_i = S(s_{[i]}^{10}) \oplus k_1^{10} \]  

where $S()$ denotes the Sbox used in AES and $[i]$ denotes the position of the byte $c_i$ before the **SR** operation.

**Algorithm 2** Extract the byte $k_1^{10}$

**Input:** Matrix $M_b$  
**Output:** Byte $k_1^{10}$  
1. for (number=0; number < required samples; number++) do  
2. $x$ = random()  
3. $AES_0(x)$  
4. for $(j=0; j < N(j++)$ do  
5. maccess($M_b[j]$)  
6. end for  
7. $t_1$ = rdtscl()  
8. $c = AES_0(x)$  
9. $t_2$ = rdtscl()  
10. $L[c] = L[c] + (t_2 - t_1) \% c_i$ denotes the i-th byte of the ciphertext  
11. $Counter[c_i]++$  
12. end for  
13. for $(c_i = 0; c_i < 256; c_i++)$ do  
14. $D[c_i] = L[c]/Counter[c_i]$  
15. end for  
16. $2^{d-2}$ maximum values for $c_i$ are larger than others. Store them as \{m_1, m_2, \cdots, m_{2^{d-2}}\}.  
17. for $(j=1; j < 2^{d-2}; j++)$ do  
18. for $(t=0; t < 2^{d-2}; t++)$ do  
19. $sk[m_i : S(t)]++$  
20. end for  
21. end for  
22. return argmax_3(sk_4(k))

The first 12 bits of the virtual address of a specific block is determined by the method described in Algorithm 1. Using this information, the first 12 bits of virtual addresses for the first block of $T_b$ can be found as the blocks are consecutive. Consequently, we can generate Matrix $M_b$ which contains the virtual addresses that accessing them cause to transfer at least $w$ random blocks to the candidate cache sets which can host the first block from $T_b$ where $T_b$ is the lookup table applied to the state byte $s_{[i]}^{10}$.

Algorithm 2 presents the process of the key-recovery attack for obtaining an arbitrary byte of $k_1^{10}$. First, a randomly generated plaintext $x$ is encrypted by the AES (lines 2-3 in Algorithm 2). After that, the elements of the matrix $M_b$ are accessed (lines 4-5 in Algorithm 2). After that, the encryption function $AES_0(x)$ is performed again and the time of encryption is measured (lines 7-9 in Algorithm 2). In order to measure the execution time, we use **rdtsc** command. Before and after the encryption process the time stamp is saved in $t_1$ and $t_2$, respectively. The execution time can be computed as $t_2 - t_1$. The summation of execution times for each value of $c_i$ is computed as $L[c_i] = L[c_i] + (t_2 - t_1)$ and increase the corresponding counter $Counter[c_i]$ by one (lines 10-11 in Algorithm 2). In the next step, the average runtime of the encryption is computed for all 256 values of $c_i$ (lines 13-15 in Algorithm 2). Depending on the capacity of the cache memory line, the average runtime calculated for $2^{d-2}$ values (out of 256 values) for $c_i$ is notably greater than other. We denote such maximum values for $c_i$ by \{m_1, m_2, \cdots, m_{2^{d-2}}\}. The likelihood that a specific T-table memory line does not access during the first nine rounds of the encryption process and it is accessed during the last round is $(1 - \frac{t}{256})^{10} \times (\frac{t}{256})$ where $t$ denotes the entries per each line. We consider $t = 16$, this probability equals to 2.44%. Consequently, we expect for same cases that the first block of $T_b$ is reloaded by the AES encryption process during the calculation of the byte $c_i$ when $c_i$ equals to one of the values \{m_1, \cdots, m_{2^{d-2}}\}. The probability that a specific T-table memory line does not access during the encryption process is $(1 - \frac{t}{256})^{10}$ where $t$ denotes the entries per each line. For $t = 16$ the probability equals to 7.5%. The probability that the observed cache miss happens in the last round is 2.44/7.5=32% which is notable. This can be recognized by sufficient amount of data. For all possible values $0 \leq \ell < 2^{d-2}$ which correspond to the first memory line of $T_b$ and all values \{m_1, \cdots, m_{2^{d-2}}\}, we compute the distribution of $m_i + S(\ell)$. Finally we return the argument of the maximum value as the correct key for the targeted byte $k_1^{10}$.

After retrieving all bytes of the last round, the attack can obtain the master key by considering the key schedule of AES. To make sure the key is correct, he should examine the obtained key for a pair of plaintext and corresponding ciphertext.

5 Experimental Verification

5.1 Experiment Setup and Results

To verify the theoretical model, we implemented the proposed attack on the AES-128 implemented in OpenSSL 1.1.0f library \(^1\). The attack was performed on a machine featuring an Intel Core i5-4200U which has a three-level cache architecture. The last level of the cache memory in this processor has $2^n = 2^{12} = 4096$ cache sets with each set is 12-way asso-

---

\(^1\) Source code of the proposed attack can be found in https://github.com/V-H-M/NETT
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Figure 1. Timing profile phase

Figure 1 illustrates the experimental results obtained after performing Algorithm 1 on the processor. By considering the occurrence of the leap in $D_2[x_2]$ for $<x_2> = 0x5$ and $<k_2> = 0x2$, the bits 6 to 11 of the virtual address of elements in the seventh block of table $T_2$ equal to $\langle 000001 \rangle_2$. The attacker can calculate the bits 6 to 11 of the virtual address for the other blocks with the knowledge of bits 6 to 11 of the virtual address for the seventh block.

In order to perform the key-recovery attack presented in Algorithm 2, the attacker needs only the 6-th to 11-th bits of the virtual address of the first block in $T_0$. As the 6-th to 11-th of the virtual address of the seventh block in $T_2$ are $000001$, the virtual address of the first blocks in lookup tables $T_0,...,T_3$ equal to $\langle 011011 \rangle_2, \langle 101011 \rangle_2, \langle 111011 \rangle_2, \text{and} \langle 001011 \rangle_2$, respectively. The value $N$ in Algorithm 2 was considered as 2000. The process was repeated for 500,000 samples and all bits of the last round key could be extracted.

5.2 Comparison to Other Attacks

Our results and the previous results are summarized in Table 1.

It is popular in most of the literate to compare the attacks which are performed on different platforms. In order to have a better comparison, we performed the previous attacks [10, 11, 17] on the same machine that our attack is tested.

The Prime+Probe and Evict+Time attacks which are proposed in [11] targets OpenSSL’s 0.9.8 version of AES. As it is mentioned in previous papers [10, 17], OpenSSL’s 0.9.8 uses a separate T-table ($T_4$) for the implementation of the last round of AES. This is the reason that applying an attack on OpenSSL’s 0.9.8 is notably easier due to the decrease of the noise. As it is discussed, our attack is applied on OpenSSL’s 1.1.0f which is a harder target. Flush+Reload attack, as a more state-of-the-art approach, can be applied cross-VM environments while our attack is not applicable in VM setting. Similar to previous access-driven attacks, our attack is applicable under some circumstances which mean the attacker is permitted to measure the execution time of the victim process and also the execution time of its own. One important requirement of access-driven attacks is that the at-
tacker is permitted to run a process in the processor of the victim [18]. However, as a main difference our attack is applicable based on the fewer assumptions in comparison to the previous attacks. We demonstrate that the Evict+Time attack can be performed on Intel x86 CPUs without any privilege of knowing address offsets.

Table 1. Comparison of cache-based side-channel attacks against AES in the only-ciphertext scenario. †: Experimental results obtained by executing the previous attacks on OpenSSL 1.1.0f and our platform (i5-4200u).

<table>
<thead>
<tr>
<th>Attack</th>
<th>Source</th>
<th>Platform</th>
<th>Traces OpenSSL use of offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prime+Probe</td>
<td>[11]</td>
<td>Pentium 4E</td>
<td>16000 0.9.8a Yes</td>
</tr>
<tr>
<td>Evict+Time†</td>
<td>[11]</td>
<td>Athlon64</td>
<td>500000 0.9.8a Yes</td>
</tr>
<tr>
<td>Evict+Time</td>
<td>i5-4200u</td>
<td>500000</td>
<td>1.1.0f Yes</td>
</tr>
<tr>
<td>Flash+Reload†</td>
<td>i5-3320M</td>
<td>100000</td>
<td>1.0.1f Yes</td>
</tr>
<tr>
<td>Flash+Reload†</td>
<td>i5-4200u</td>
<td>500000</td>
<td>1.1.0f Yes</td>
</tr>
<tr>
<td>Flash+Reload†</td>
<td>i5-2430M</td>
<td>25000</td>
<td>1.0.1g Yes</td>
</tr>
<tr>
<td>Flash+Reload†</td>
<td>i5-4200u</td>
<td>20000</td>
<td>1.1.0f Yes</td>
</tr>
<tr>
<td>Evict+Time</td>
<td>This paper</td>
<td>i5-4200u</td>
<td>500000 1.1.0f No</td>
</tr>
</tbody>
</table>

Cross-VM Attacks:

<table>
<thead>
<tr>
<th>Attack</th>
<th>Source</th>
<th>Platform</th>
<th>Traces OpenSSL use of offset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flash+Reload</td>
<td>i5-3320M</td>
<td>400000</td>
<td>1.0.1f Yes</td>
</tr>
<tr>
<td>Flash+Reload†</td>
<td>i5-2430M</td>
<td>30000</td>
<td>1.0.1g Yes</td>
</tr>
</tbody>
</table>

6 Conclusion

In this paper, we demonstrated how to perform Evict+Time attack on AES without explicit knowledge about the address offsets. The proposed attack is applicable on most of the Intel processors under the circumstances that the last level of cache memory uses LRU replacement policy and it is inclusive with respect to the upper levels of cache.
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A Appendix

Lemma 1. The number of nonnegative integer solutions of the equation $x_1 + x_2 + \cdots + x_r = n$ is $\begin{pmatrix} n+r-1 \\ r-1 \end{pmatrix}$.

Lemma 2. The number of nonnegative integer solutions of the equation $x_1 + x_2 + \cdots + x_r = n$ with the condition $x_i \geq m$ for $1 \leq i \leq r$ is $\begin{pmatrix} n+r-m-r-1 \\ r-1 \end{pmatrix}$.

Corollary 1. Let us assume that for nonnegative integers $x_i \in \mathbb{Z}$ which are chosen randomly, the equation $x_1 + x_2 + \cdots + x_r = n$ holds where $n \in \mathbb{Z}$. The probability that the condition $x_i \geq m$ for all $1 \leq i \leq r$ is $\frac{\begin{pmatrix} n+r-m-r-1 \\ r-1 \end{pmatrix}}{\begin{pmatrix} n+r-1 \\ r-1 \end{pmatrix}}$.

Lemma 3. The number of accesses required to assign a minimum of $w$ blocks to $2^{n+s-12}$ candidate cache sets for hosting each block from the T-tables is $N = O(2^{2(n+s-12)}w)$.

Proof. The probability of transferring $w$ blocks to $2^{n+s-12}$ candidate cache sets by accessing $N$ elements equals can be deduced from corollary 1. This probability is presented in the following equation:

$$p = \frac{\begin{pmatrix} N+2^{n+s-12}-w \cdot 2^{n+s-12} \\ 2^{n+s-12}-1 \end{pmatrix}}{\begin{pmatrix} N+2^{n+s-12}-1 \\ 2^{n+s-12}-1 \end{pmatrix}} \quad (A.1)$$

We aim to choose $N$ large enough such that the probability $p$ becomes high enough. In what follows, we compute the formula given for $p$ in Equation A.1.

Stirling’s formula yields the approximation $\binom{m}{n} \simeq \left( e \cdot \frac{n}{m} \right)^n$ when $n$ and $n$ are sufficiently large. Consequently, we obtain the following equation:

$$p \simeq e \cdot \left( \frac{N+2^{n+s-12}-w \cdot 2^{n+s-12}}{2^{n+s-12}} \right)^{2^{n+s-12}} \cdot e \cdot \left( \frac{N+2^{n+s-12}}{2^{n+s-12}} \right)^{2^{n+s-12}} = (1-w \cdot 2^{n+s-12})^{2^{n+s-12}} \simeq (1-\frac{1}{w \cdot 2^{n+s-12}})^{2^{n+s-12}} \simeq (1-\frac{1}{w \cdot 2^{n+s-12}})^{2^{n+s-12}}$$

As we know $(1-\frac{1}{a})^a \simeq e^{-1}$ for large values of $a$, if we consider $N$ such that $\frac{N}{w \cdot 2^{n+s-12}} = 2^{n+s-12}$ holds then we have:

$$\left(1-\frac{1}{w \cdot 2^{n+s-12}}\right)^{2^{n+s-12}} \simeq e^{-1} \quad (A.2)$$

Consequently it is sufficient to choose $N = O(2^{2(n+s-12)}w)$.